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ABSTRACT: 
A window of 512 X 512 pixels taken from TM image of Tahoua area of Niger 
Republic, acquired on 3rd September 1989 was corrected for Atmospheric effects. 
Principal component analysis was used to select bands for further processing. 
Band ratioing was applied to the selected bands on one hand to generate 4 ratio 
composite images while spatial filtering (LP-filtering, directional HP-filter­
ring and undirectional HP-filtering) was applied to the selected bands on the 
other hand to generate a new multispectral image. Training sites were selected 
from both the ratio composites and the new multispectral image. A supervised 
classification technique was used to generate 5 landcover classification maps 
of the study area. A comparative analysis of the classified maps was made 
to evaluate the performance of each of the images, in discriminating a given 
class from the others. The aim was to see which of the images so formed 
will provide a more acceptable result in studying and mapping landcover 
changes in this region. 
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1. I NTRODUCT I ON 

The Sahel region of West Africa is covered mainly 
by ,tree dotted annual grass savanna. Apart from 
major towns, where the population concentration is 
high, the vast area is inhabited by nomadic people 
who engage in sUbsistence farming and migratory 
herding. Rainfall is usually very short, lasting 
between 2 and 4 months. Draught, desertification, 
soil erosion and human activities are the major 
environmental problems affecting this region. Over 
the years the effects of these phenomena have 
caused large changes in the nature of the landco­
ver. 

In the past it has been difficult to effectively 
monitor the effects of these phenomena because of 
lack of suitable, timely and accurate mapping. 
Fortunately advances in Remote Sensing technology 
have provided effective means of gathering infor­
mation about the environment. Satellite image~ 
are now being employed to obtain medium and small 
scaled thematic maps of different parts of the 
Earth. Landsat TM data have been used extensively 
in landcover mapping and in other related studies. 
Examples of such studies can be found in Chalmers 
et al (1981), Congalton et al (1983), Irons et al 
(1985), Hill and Megier (1986), Ioka and Koda 
(1986), Dech (1987), Dreiser (1988), LaBash and 
Civco (1989), Schumacher (1991). 

* Mr. Igbokw2, J. I. is a graduate researcher 
under Prof. (Dr.) G. Konecny at the Institute for 
Photogrammetry and Engineering Surveys, University 
of Hannover, Germany. 
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The 'Gesellschaft fUr Angewandte Fernerkundung' 
in Munich Germany (1991) also performed thematic 
mapping of Mayo-Kebbi and Ouaddai Biltine areas 
of Chad Republic using both Landsat and Spot 
data. 
In landcover classification, different methods 
have been employed to enhance the accuracy of 
classification. Most of these methods involve 
linear and statistical transformations. Common 
transformations are band ratioing, vegetation 
indices, principal component analysiS and tass­
eled cap transformations (laBash and Civco 1989). 
Such transformations help to reduce the redun­
dancy in spectral information and to normalise 
the effects of natural scene variation caused 
by atmospheric effects (Jenson 1986, LaBash and 
Civco 1989). Various researchers have also car­
ried out studies aimed at the evaluation of the 
effects of each of these transformations in 
1 and cover / landuse classifications and in change 
detection. Examples of such studies include 
Chalmers and Haris (1981), Fung and LeDrew 
(1987), Pinter et al (1987), LaBash and Civco 
(1989). Spatial filtering operations are also used 
to enhance satellite images before classification. 
Common filtering operations are low-pass filtering 
which deemphasizes high spatial frequency details 
and retains low frequency components, high-pass 
filtering which is used to remove slowly varying 
components and retain high frequency ones. Others 
are linear and non - linear edge enhancements, 
which emphasize lines and edges in the images 
(Jenson 1986). The emphasis in this paper is on 
ratio transformed and enhanced TM images. The 
objectives of this study are: 



i) To generate landcover classification maps of 
the study area using both the ratio composite 
and the enhanced TM images. 

ii) To evaluate the performance of each of the 
ratio composites and the enhanced image in 
supervised landcover classification. 

iii) Based on the above to determine which of 
the images so formed will give a better 
result when studying the landcover changes 
in this regior. 

2. STUDY AREA 

The study area for this investigation is situa­
ted near the town of Tahoua in the south west­
ern Niger Republic. It has an area of about 
235.93 km ,which is equivalent to 512 X 512 pixels 
of 30m TM spectral resolution. It lies approxi­
mately 50 35' to 50 45' W longitude and 140 40' 
to 140 50' N latitude (fig. 1). The vegetation is 
made up of mainly grass savanna and shrubs near 
the water sources. The water potential is not very 
high. The area has small rivers, seasonal streams 
and flood plains that are fed by rain during the 
rainy seasons. 
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4. IMAGE PROCESSING 

The procedure adopted - for thi s study is ill ust­
rated on the flow chart on fig. 3. The image 
processing was done with GOP 302 image process­
ing system at the Institute for Photogrammetry 
and Engineering Surveys, University of Hannover 
Germany. After windowing, atmospheric correct­
ion and bands selection, the selected bands 
were then transformed in two ways. Firstly band 
ratioing was used to generate 4 ratio composite 
images and secondly spatial filtering operation 
was used to generate a new multispectral image. 
Each of the steps taken will be discussed below. 

4.1 Image correction 

A window of 512 X 512 pixels study site was 
used. It consisted of bands 1 to 5 and 7. 
Band 6 was not used because of its lower 
spatial resolution of 120m (Konecny and Leh­
mann 1984, LaBash and Civco 1989). Atmosphe­
ric correction was applied to supress the effects 
of.haze. The correction was done through histogram 
adJustments, based on a subtractive bias esta­
blished for the band being corrected. The resul-

NIGER 

NIGERIA 

Study Area 

Fig. 1 Approximate location of the study area. 

3. DATA ACQUISITION 

Landsat TM 4 image from path 089 and row 256 
was used. The scene was acquired on 3rd Septem­
ber 1989, towards the end of rainy season. Fi­
gure 2 shows a colour composite of the study 
area, made up of channels 7, 4, 1, assigned to 
red, green and blue respectively.Ancillary da­
ta such as aerial photographs and topographi­
cal maps (1:50 000) were also used. 
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tant image was then normalised. 

4.2 Principal component analysis 

Principal component analysis was used mainly to 
reduce the redundancy in the original bands. 
After the transformation the first three compone­
nts cumulatively accounted for over 99% of the to­
tal variance. To select suitable bands for further 
processing while avoiding loss of spectral infor-



Fig.2 Colour compositeof the study area 
(Bands 7 /4 /1 ) After atmospheric 
correction 

mati on, the correlation of each band with each 
component was computed. The computation was done 
with the formular (1). 

A(k,p) x.;=;:;-
R(k,p) = ----------------- (1) 

jVAR(k) 

where A(k,p) is the eigenvector for band k 
and component p, 

AP - pth eigenvalue( component) 
VAR(k) - varince of band k in the variance-

covariance matrix of the image set. 
Through this it was possible to determine how each 
band loads each of the first three components 
(Jenson 1986). Based on this assessment,bands 1,3, 
4, and 7 were selected. This combination contained 
at least one band in each of the major spectral 
wavelenghts and can provide ideal separabilty in 
landcover classification. 
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4.3 Band ratioing 

Four ratio composite images were generated with 
the selected bands of the original image.The ratio 
composites were assigned the names TR1, TR2, TR3 
and TR4 respectively. Each composite consists of 3 
ratio combinations. The ratios were computed based 
on the normalising function (2) which encodes the 
ratio values from 0 to 255 (Jenson 1986). 

(Pi ,j)k 
(Pi,j)norm = C (arctan------- ) 

(Pi,j)l 

where C is a constant equal to 162.34 
(Pi,j)k and (Pi,j)l are the pixel values in 
position i,j in bands k and 1 repectively. 

(2) 

The generated ratio composite images are as 
follows: 



Principal Component Analysis/ 
Bands Selection 

Band Ratioing 
Generation of Ratio 
Composites 

Image Enhancements 
* LP-filtering(Averaging) 
* Directional HP-filtering 
* Undirectional HP-

filtering 
New multispectral Image 

No 

Fig.3 Flow chart of adopted Procedure 

bdl bdl bdl 
Ratio composite 1 (TR1) 

bd3 bd4 bd7 

bd3 bd3 bd3 
Ratio composite 2 (TR2) 

bdl bd4 bd7 

bd4 bd4 bd4 
Ratio composite 3 (TR3) 

bdl bd3 bd7 

bd7 bd7 bd7 
Ratio composite 4 (TR4) = { 

bdl bd3 bd4 

These 4 ratio combinations were selected after vi­
sual analysis of all the possible combinations 
generated from the chosen bands. 

4.4 Enhancement 

Spatial filtering was used to generate another 
multispectral image, which was assigned the name 
TAH. For this purpose all the selected bands of 
the original image were passed through a combina­
tion of LP-filtering, directional HP-filtering of 
one-dimensional high energy areas and undirection­
al HP-filtering of other energy areas. These ope­
rations empasised edges, lines and smoothened 
areas of homogenity in the image. GOP 302 image 
processing program ENHANCE was used for this 
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purpose. This program uses three standard kernel 
sets. Each set consisits of two complex-valued 
kernels. The real part of the first kernel per­
forms low-pass filtering, while the imaginary part 
performs isotropic high-pass filtering. The second 
kernel performs two non-isotropic high-pass filte­
ring in two different orientations, separated by 
90 degrees (GOP 302 image processing manual). 

4.5 Training sites 

Training sites were selected from all the images 
(both the ratio composites and the enhanced image) 
A total of 7 landcover classes were identified 
(table 1). All the training sites were extracted 
with the aid of interpreted aerial photographs 
of the area. Other ancillary information were also 
used. GOP 302 image processing program STAT was 
used to extract the statistics for each class from 
each of the images. 

Table 1. Landcover classification hierarchy 

S/No. 

1. 
1.1 
1.2 

2. 
2.1 

Landcover class 

Water 
Clear water 
Muddy water (with vegetation 
in some areas) 
Vegetation 
Shrubland 



2.2 
3. 

3.1 
3.2 
3.3 
3.4 

4.6 Classification 

Grass Savanna 
Barrenland 
Bare rocky surfaces 
Sandy surfaces 
Bare rainfed flood plains 
Mixed barren areas 

A maximum likelihood classification was applied to 
each of the ratio composites and to the enhanced 
image, resulting in 5 classified landcover maps 

4.7 Classification assessment 

To assess the classification accuracy of each ima­
ge, a pixel by pixel comparison of each of the 
classification results and an assumed true map, 
based on confusion analysis was made. The true map 
was obtained also with the aid of the aerial pho­
tographs and contains selected test areas diffe­
rent from the training sites used in the classifi­
cation. These test areas were assigned names 
corresponding to the classes, prior to classifica­
tion. Statistics were extracted from them and then 
overlapped with each of the classification results 
This gave a pixel by pixel comparison of the two 
maps. It showed the number of pixels of each class 
that were correctly classified. Errors of omission 
and commission were calculated for each class in 
each of the classified maps according to the meth­
ods illustrated by Jenson (1986). Prior to classi­
fication an overall accuracy of 90% was set as a 
threshhold in assessing the performance of the 
images. Table 2, (a to e) show the error matrices 
for each of the classified images. A summary of 
the performance of each image is presented in 
table 3. 

5. GEOCODING 

A total of 55 control points were selected from 
the original image. These same points were identi­
fied,on the topographic maps (1:50 000) and their 
UTM coordinates extracted. Both the image coordi­
nates ( row and column) and the map coordinates 
were the input data in computing the parameters of 
affine transformation, which was used to rectify 
the imagery to the UTM frame. The computation was 
based on the first order polynomial equations fit 
to the control point data using least-squares cri­
teria (Konecny and Lehmann 1984, Jenson 1986, La­
Bash and Civco 1989 and Karl Kraus 1990). Usually 
first order polynomial is enough to model the 
translation and the scale changes in x and y axes, 
skew and rotation for a small area of TM scene 
(Jenson 1986). Moreover the area under investiga­
tion ;s relatively flat. 
To determine how well the coefficients obtained 
from the least-squares regression accounted for 
the geometric distortion in the input image,a root 
mean square error (RMSE) was computed for each 
control point(Jenson 1986, LaBash and Civco 1989). 
Prior to this a maximum RMSE of 0.90 was set as a 
threshhold. Control points were systematically re­
duced until a total of 30 points produced an acce­
ptable result. These 30 points were used to com­
pute the final transformation parameters used to 
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geocode each of the classified maps to the UTM 
grid. A nearest-neighbour interpolation was used 
to resample the pixel values of the input images. 

6. DISCUSSION AND CONCLUSION 

In terms of the overall accuracy, all the images 
performed well above the classification accuracy 
of 90% set as a threshhold prior to classification 
However the 4th ratio composite - TR4 provided the 
best overall accuracy of 93.3%. 2nd and 3rd compo­
sites provided the next best overall result -
The overall accuracy was lowest in the enhanced 
image TAH. For the individual classes, the percen­
tage agreement was highest in class barren 1 (bare 
rocky surfaces). The ratio composites represented 
this class with 98.8% agreement,while the enhanced 
image represented it with 99.5%. This class was 
easily separable spectrally from other classes, 
which accounted for the high representation by all 
the images. The percentage agreement was lowest in 
the class barren3 (bare flood plains), with a 
representation of between 75.8% and 77% by the ra­
tio composites and 79.5% by the enhanced image.The 
omission error from all the images was relatively 
high in this class. This was due to the dificulty 
in spectral separation of this class from other 
barrenland classes, particularly barren2 and bar­
ren4. Merging the barrenland classes into one 
class will certingly improve the situation. Clear 
water was also not very well represented by the 
ratio composites. They all had 85.9% agreement.The 
enhanced image TAH did relatively better with 
96.9%. The class shrubland was highly represented 
by all the images with over 97% in the ratio com­
posites and a little over 98% in the enhanced im­
age TAH. Tubbid water was also well represented 
with the agreement highest in TAH - 97.2%. Grass 
savanna was well represented by the ratios, but 
poorly represented by the enhanced image TAH with 
85.0%. 

In conclussion, the following deductions can be 
made. 

i) At the level of classification discussed above 
all the images provided acceptable results. 
However the ratio composite TR4 had the best 
overall result. The ratio composites also 
highlighted the vegetation very well. 

;i) The enhanced image TAH performed better than 
the ratio composites in 5 of the classes -
water1, water2, shrubland, barren 1 and 
barren3. It showed that if the sub-classes 
are merged together, this image will probably 
provide a better result than all the ratios. 

iii) All the images so formed can provide 
acceptable results if used in change 
detection. However enhanced image TAH , which 
represented much of the individual classes 
better might be more suitable for use in 
change detection studies in this region. 
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Table 2. Error analysis of the classified maps with test data 
a/ TR1 

I Classified map IOmi. ICom. IAccuracy 
I I lerrorlerrorl 

Actual Land cl asses 1-=-----,,2--=-3---:-4-5::-------:6=---=7;----=-8-1 Total I (%) I (%) I (%) 
______ 1 1 __ 1 __ 1 __ 1 __ 

I I I I I 
1. Waterl 155 4 0 0 0 5 0 0 I 64 114. 1 117.2 I 85.9 

I I I I I 
2. Water2 I 6 135 0 0 0 0 0 I 142 I 4.9 I 2.8 I 95.1 

I I I I I 
3. Shrubland I 0 434 0 0 0 0 12 I 447 I 2.9 I 0.0 I 97.1 

I I I I I 
4. Grass Savanna I 0 0 0 356 7 3 5 I 372 I 4.3 I 5.6 I 95.7 

I I I I I 
5. Barren1 I 0 0 0 0 752 0 9 0 I 761 I 1.2 I 3.5 I 98.8 

I I I I I 
6. Barren2 I 0 0 0 10 5 263 3 12 I 293 110.2 120.5 I 89.8 

I I I I I 
7. Barren3 I 2 0 0 10 15 39 252 13 I 331 123.9 I 6.3 I 76.1 

I I 
8. Barren4 I 2 0 0 0 13 8 209 I 233 110.3 118.5 I 89.7 

- ______ 1 1 __ 1 __ 1 __ 1 __ _ 
I I I Overall accuracy 

Total I 64 142 447 372 761 293 331 233 I 26431 = 92.9% 
-_------_--1 1 __ 1 ________ __ 

b/ TR2 

I C1 ass ifi ed map I I Omi. I Com. I Accuracy 

Actual Land classes 
I ITotallerrorlerrorl 
1--=-----=-2 -3~-""4-=-5 ----,6~-=-7 -----'80-- 1 I (% ) I (% ) I (% ) 

- _____ --1 1 __ 1 __ 1 __ 1 __ _ 
I I I I I 

1. Water1 155 4 0 0 0 5 0 0 I 64 114.1 115.6 I 85.9 
I I I I I 

2. Water2 I 5 136 0 0 0 0 0 1 I 142 I 4.2 I 2.8 I 95.8 
I I I I I 

3. Shrubland I 1 0 434 0 0 0 0 121 447 I 2.9 I 0.0 I 97.1 
I I I I I 

4. Grass Savanna I 0 0 0 358 6 3 4 I 372 I 3.8 I 5.6 I 96.2 
I I I I I 

5; Barrenl I 0 0 0 0 752 0 9 0 I 761 I 1.2 I 3.3 I 98.8 
I I I I I 

6. Barren2 I 0 0 0 10 5 260 3 151 293 111.3 119.5 I 88.7 
I I I I I 

.11 2 0 0 10 14 40 252 131 331 123.9 I 6.3 I 76.1 
I I I I 

7. Barren3 

8. Barren4 I 2 0 0 0 9 8 2131 233 I 8.6 119.3 I 91.4 
______ 1 1 __ 1 __ 1 __ 1 __ 

I I I Overall accuracy 
164 142 447 372 761 293 331 2331 26431 = 93.1% Total 

--____ ----1 1 __ 1 __________ __ 

c/ TR3 

I Classified map I I Omi. I Com.IAccuracy 
I ~---::;-----=-----"._-:=------=-_=--=-I Tot a 1 I e r ro r I e rro r I 

Actual Land classesl 1 2 3 4 5 6 7 8 I I (%) I (%) I (%) 
- ______ 11 1_-1-_1 __ 1_--

I I I 
1. Waterl 155 4 0 0 0 5 0 0 I 64 14.1 112.5 I 85.9 

I I I I 
2. Water2 I 3 138 0 0 0 0 0 1 I 142 2.8 I 2.8 I 97.2 

I I I I 
3. Shrubland I 1 0 437 0 0 0 0 9 I 447 2.2 I 0.0 I 97.8 

I I I I 
4. Grass Savanna I 0 0 0 356 7 2 2 5 I 372 4.3 I 5.9 I 95.7 

I I I I 
5. Barrenl I 0 0 0 9 752 0 0 0 I 761 1.2 I 3.5.1 98.8 

I I I I 
6. Barren2 I 0 0 0 11 5 258 3 161 293 11.9 118.8 I 88.1 

I I I I 

735 



I I I 
7. Barren3 I 2 0 0 10 15 40 251 131 331 124.2 6.9 75.8 

I I I I I 
8. Barren4 I 2 0 0 0 8 9 2131 233 I 8.6 118.9 I 91.4 
_______ � 1 __ 1 __ 1 __ 1 __ _ 

I I I Overall accuracy 
Total 164 142 447 372 761 293 331 2331 26431 = 93.1% 

-----------_1 1 __ 1 _________ __ 

d/ TR4 

I Classified map I I ami. I Com·IAccuracy 
I ITotallerrorlerrorl 
1--;------=2 --:3::----:-4--;;;-5 ---:;;6;----::;-7 ----:;8""--1 I ( % ) I ( % ) I ( % ) Actual Land cover 

---____ --1 1 __ 1 __ 1 __ 1 __ _ 
I I I I 

1. Water 1 155 4 0 0 0 5 0 0 I 64 114.1 115.6 85.9 
I I I I 

2. Water2 I 5 136 0 0 0 0 0 I 142 I 4.2 I 2.8 95.8 
I I I I 

3. Shrubland I 0 434 0 0 0 0 121 447 I 2.9 I 0.0 97.1 
I I I I 

4. Grass savanna I 0 0 0 356 6 4 5 I 372 I 4.3 I 4.8 95.7 
I I I I 

5. Barrenl I 0 0 0 0 752 0 9 0 I 761 I 1.2 I 3.4 98.8 
I I I I 

6. Barren2 I 0 0 0 7 5 268 3 101 293 I 8.5 119.8 91.5 
I I I I 

7. Barren3 I 3 0 0 10 15 35 255 131 331 123.0 I 6.3 77.0 
I I I I 

8. Barren4 I 0 0 0 14 8 2091 233 110.3 117.6 89.7 
---------_--1 1 __ 1 __ 1 ______ _ 

I I I Overall accuracy 
Total 164 142 447 372 761 293 331 2331 26431 =93.3% 

--___ --__ 1 1 __ 1 ______________ _ 

e/ TAH 

I Classified map I I ami. I Com. I 
I-=-----,=--~--,-----=---=--___=--_=_I Tot a 1 I e rro r I e rro r I 

Actual Land classesl 2 3 4 5 6 7 8 I 1 (%) I (%) I 

Accuracy 

(%) 
- ______ 1 1 __ 1 __ 1 __ 1 __ _ 

I I 
1. Waterl 162 2 0 0 0 0 0 0 64 3.1 23.4 96.9 

I 
2. Water2 I 3 139 0 0 0 o o o 142 2.1 1.4 97.9 

I 
3. Shrubland I 0 0 439 0 0 o o 8 447 1.8 1.1 98.2 

I 
4. Grass savanna I 0 0 316 0 7 15 33 372 15.1 6.7 84.9 

I 
5. Barrenl I 0 0 0 0 757 0 4 0 761 0.5 2.5 99.5 

I 
6. Barren2 I 0 0 0 12 0 259 8 14 293 11.6 11.3 88.4 

I 
7. Barren3 I 10 0 3 19 18 263 17 331 20.5 12.1 79.5 

I 
8. Barren4 I 2 0 3 10 0 8 13 197 233 15.5 30.9 84.5 

I -----------1----------------- --I avera ITa.Ccuracy 
Total 164 142 447 372 761 293 331 23312643 I = 92.0% 

----_----_1 1 ___ 1 _________ _ 

Table 3. Summary of accuracy 

Images 

Land classes 

I I I 
I TRI I TR2 I TR3 I TR4 I TAH 
I (%) I (%) I (%) I (%) I (%) 

------_----_1----_1_--_1_- I __ 1 ___ _ 
I I I I I 

1. Waterl I 85.9 I 85.9 I 85.9 I 85.9 I 96.9 
I I I I I 
I, 95.1 I, 95.8 I 97.2 I 95.8 I 97.9 

I I I 
2. Water2 
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3. Shrubland 97.1 

4. Grass savanna 95.7 

5. Barren1 98.8 

6. Barren2 89.8 

7. Barren3 76.1 

8. Barren4 89.7 

Overall accuracy 92.9 
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