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ABSTRACT

Various additional parameter sets are available for compensating systematic errors in bundle
adjustment. However, the compensating powers of these models in the face of varying image
densities and distributions have not hitherto been established. This paper compares the
effectiveness of various additional parameter models in both photo-variant and photo-invariant
bundle adjustment.

1. INTRODUCTION

The occurence of errors in our measurements is a natural phenomenon. The importance of
their removal from the data, before making a decision based on these, has been emphasized for
several centuries. In particular, the importance of identification and elimination of systematic
errors in photogrammetric measurement has been stressed as a precondition for
photogrammetry to perform reliably as a technique for high precision point determination. One
major stumbling block to achieving this goal is the incomplete knowledge of systematic errors
affecting the image coordinates.

The sources of some of these systematic errors in classical photogrammetry have been
identified to include: film deformation, lens distortion, atmospheric refraction and other
anomalous distortions. Significant contributions in their mathematical modelling have been
made, among others, by Saastamoinen (1972, 1973) and Schut (1969) on refraction, Brown
(1966, 1968) and Washer (1963) on lens distortion, and Ziemann (1968, 1971a, 1971b) on
film deformation.

In the beginning, mathematical correction models were used for data refinement prior to
entering a photogrammetric block adjustment. With systematic errors thought to have been
adequately modelled and computationally accounted for, the disagreement in the results of
theoretical and empirical studies among block adjustment procedures led to the hypothesis of
existence of residual systematic image errors yet unaccounted for. This led to the concept of
additional parameters in bundle adjustment as we know it today.

Individual research results (e.g. Bauer and Mueller, 1972; Bauer, 1974; Moniwa, 1977;
El-Hakim and Faig, 1977; El-Hakim, 1979; Ackermann, 1980) encouraged the International
Society of Photogrammetry and Remote Sensing to create a working group under Commission
II for the period 1980-1984 to "unify the approaches for the identification and elimination of
systematic errors" (Kilpela, 1984). The report of the activities of the working group was
outlined by Ackermann (1984) where it was noted that improvement in accuracy of bundle
adjustment can be achieved through the use of additional parameters. Inspite of the accuracy
improvement, there is still no definite pattern as to the "extent the method is effective or how
the success depends on overlap, control, density of points or on the particular set of
parameters” (Ackermann, 1984). The motivation for this paper was based on this comment,
the objective of which is to compare the compensating powers of various additional parameter
models in both photo-variant and photo-invariant bundle adjustment when varying image
densities and control point patterns.



2. CLASSIFICATION OF ADDITIONAL PARAMETERS

The basic mathematical model for a self-calibrating bundle adjustment is the extended form of
the well-known collinearity equations given by:

AN, AN, 1
X-Xo+ Ay=Com5Y - Yo+ Ay=C o5 (1)

where:
ANy = f(0,90.k,Xe,Ye,Ze, X, Y5, Zg)
ANy = g(w,0.k,X¢,Ye,Ze,Xs, Y 5,Z5)
AD = h(0,9.k,Xe,Ye,Ze, X, Yg,Zg)
0,0k, Xe,Ye,Ze = exterior orientation elements
X, Y, Zg = object space coordinates
C,Xo»Yo = basic interior orientation elements
Ax,Ay = additional parameters
X,y = photo coordinates.

Conceptually, Ay and Ay, should consist of the sum of the mathematically modelled distortions.
However, there are different schools of thought on the form of the structure of the additional
parameter model, leading to as many as eighteen additional parameter sets available in the
literature (see Table 1).

Generally, additional parameter models can be seen as consisting of two major groups. The
first group consists of those sets whose terms can be identified with the mathematical models
already developed for the known distortions. The second group does not try to account for
individual physical causes; rather it uses an expression such as general polynomial or harmonic
function to model the combined effect of all possible systematic image errors in the functional
model. Some parameter sets can be identified to be a combination of these two groups. A
close look at all the additional parameter sets found in the literature produced the following
classification (see Table 1):

Class A: modelling known physical causes

Class B: modelling effects by polynomial functions

Class C: modelling effects by trigonometric and/or harmonic functions
Class AB: combination of classes A and B

Class BC: combination of classes B and C

Class AC: combination of classes A and C
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Table 1: A Collection of Additional Pzirameter Models

Name Class # of Parameters References/Remarks

ANO - - No additional Parameters

BRO AB 18 Brown (1976), Set A of WG III/3

EBN B 12 Ebner (1976), Set B of WG I11/3

ELF C 20 El-Hakim and Faig (1977), Set C of
WG III/3

ELZ C 14 Ziemann and El-Hakim (1985)

GRA B 12 Grun (1978), Set F of WG II1/3

GRB B 7 Grun (1978). Set D of WG III/3

GRC B 10 Grun (1978), Set E of WG III/3

GRD B 14 Grun (1978), Set G of WF II1/3

GRE B 44 Grun (1978), Set H of WG III/3

JAC BC 20 Jacobsen (1982), Set J of WG I1II/3

KIL AB 7 Kilpela (1980)

KOJ BC 9 Juhl et al. (1982)

KOL BC 9 Kolbl (1975)

MAU B 14 Kupfer and Mauelshagen (1982)

MOA A 7 Moniwa (1977)

MOB C 11 Moniwa (1981)

MUR A 9 Murai et al. (1984)

SCH B 14 Schut (1979)

3. GENERALIZED MATHEMATICAL MODEL FOR BUNDLE SOLUTION
Using the concept of partitioning of parameters, equation (1) forms the core of a mathematical
model for a generalized bundle solution. The generalized mathematical model is composed of
the following submodels:

ies en s

ep = fp(X, X, X),Pp§ eg = fg(X, X, X), Pg (2a,b)
1 e n s
X X X X X X X X

Equation (2a) models the extended collinearity equations (1) where £, is a vector of observed
photo coordinates, x! is a vector of interior orientation elements including additional
parameters, x© is a vector of exterior orientation elements and xS is a vector of object space
coordinates.

Equation (2b) models all the non-photogrammetric observations that are expressible in terms of
either x® or x8 or both including possible nuisance parameters, x1, in such observations.
Equations (2c - 2f) represent possible admission of observations on the unknown parameters
with their respective weight matrices P.

Equations (2) have been developed into an algorithm and a software in which each additional

parameter set shown in Table 1 is coded as a subroutine. Thus, any desired additional
parameter set can be activated in the adjustment through a variable in the input data.
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4. INVESTIGATED DATASETS

In order to get a clear picture of how an individual additional parameter set behaves with
varying image point densities and control point patterns, and also to determine the behavioural
pattern when used in photo-variant and photo-invariant modes, seventeen datasets were created
from three different blocks of photographs.

The first block of photographs was simulated with photo-invariant systematic image errors
using the procedure and software described in Woolnough (1973). Regular points of 11 x 11
per photograph were used, giving rise to high density image points. A high density control
point pattern was also selected. The high density image points were reduced by fifty percent to
give medium and low density image points respectively. The high density control point pattern
was also reduced by fifty percent and seventy five percent to give rise to medium density and
sparse control point patterns respectively. The following datasets, comprising of different
combinations of image points and control point patterns, were generated from this block.

DSAT1 - High density image points with high density control point pattern.
DSAZ? - High density image points with medium density control point pattern.
DSA3 - High density image points with sparse control point pattern.

DSB1 - Medium density image points with high density control point pattern.
DSB2 - Medium density image points with medium density control point pattern.
DSB3 - Medium density image points with sparse control point pattern.

DSC1 - Low density image points with high density control point pattern.

DSC2 - Low density image points with medium density control point pattern.
DSC3 - Low density image points with sparse control point pattern.

WoOoNAWUnEWN =

The second block of photographs used is the Edmundston block described in El-Hakim et al.
(1979). As in the first block, the original observations and control point patterns were
designated as high density and were then decimated to give the following datasets:

1. DSD1 - High density image points with high density control point pattern.
2. DSD2 - High density image points with sparse control point pattern.
3. DSEL1 - Low density image points with high density control point pattern.
4. DSE2 - Low density image points with sparse control point pattern.

Finally, the third block of photographs was simulated with photo-variant systematic image
errors and was decimated to give the following datasets:

1. DSF1 - High density image points with high density control point pattern.
2. DSF2 - High density image points with sparse control point pattern.
3. DSG1 - Low density image points with high density control point pattern.
4. DSG2 - Low density image points with sparse control point pattern.

The above notations with prefix 'DS' and the name identifier in column 1 of Table 1 are utilised
in the preparation of the tables and figures to follow.

5. ANALYSIS OF RESULTS AND CONCLUSIONS

The additional parameters were given zero weight in this study, thereby treating them as free
unknowns. Correlation coefficients greater than 0.7 were printed. Most parameter sets have a
few pairs of unknowns registering correlation coefficients greater than 0.7, but this did not
make the solution unstable.

Table 2 shows the RMSE values computed from check points for dataset DSA1 along with the

performance ranks for the different parameter sets. This is depicted pictorially in Figures 1a
and 1b for plan and height respectively. It can be seen that accuracy improvement was
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achieved by using additional parameters to compensate for the systematic image errors.
However, the degree of improvement in planimetry varies from one percent when parameter set
GRA was used to eighty nine percent when parameter set KOL was used, while the degree of
improvement in elevation varies from ten percent when parameter set GRA was used to eighty
one percent when parameter set ELZ was used. Similar results were obtained from datasets
DSA1,DSA2 and DSA3 which have the same image point density but different control point
patterns (see Tables 3 and 4; Figures 2 and 3). As expected, the RMSE increases with
decrease in density of control points. A close look at the pictorial representation of datasets
DSA1, DSA2 and DSA3 shows an emerging pattern. Class B parameter sets performed very
poorly in all three cases. "

Datasets DSB1, DSB2 and DSB3 and datasets DSC1, DSC2, DSC3 have corresponding
control point patterns with datasets DSA1, DSA2, DSA3 but differing image point densities.
With the exception of parameter sets of the class B type, other parameter sets continue to show
tremendous accuracy improvements relative to the case when no additional parameter set was
used (see Tables 5-10 and Figures 4-9). In addition though, decrease in image point densities
resulted in increased RMSE values for the corresponding paramater set.

Tables 11-14 show results for the real block. Although, accuracy improvements (6% to 29%)
were achieved by using additional parameters, they were not as outstanding as those recorded
for the simulated block. It is astonishing that in this block, decreased image point density
having the same control point pattern with a higher image point density produced better results
(compare Tables 11 and 13). It is suspected that the poor geometry of the block (60% overlap
and 20% sidelap) might have contributed to this.

Generally, the polynomial function type of parameter set still performs poorer than others in
this block. It is important to mention that parameter sets GRE and JAC which have an
exceptionally high number of parameters (44 and 20 respectively) actually distorted the results
in some cases (see Figures 13a,b).

The last group of datasets concerns the photo-variant solution for simulated data with
close-range characteristics. The size of the scale of photography (1/70) is too large to reflect
any significant difference between the performances of individual parameter sets.
Nevertheless, it can be seen that class B type of parameter sets performed poorly when
compared with the others (see Tables 16-19). ~

Generally, it can be said that polynomial type functions per se should be avoided in
self-calibrating bundle adjustment. Rather, they should be combined with either class A or
class C type parameter sets for improved results. Parameter sets with trigonometric terms seem
to have the best overall performance on the average. At the moment there is no parameter set
that forms a combination of classes A and C. In other words, a parameter set that models
known causes with the usual terms and models the effect of as yet undetermined anomalous
distortions with trigonometric or harmonic functions. It is suggested that a parameter set which
forms such a combination be developed and studied extensively to filter out insignificant
parameters in order to avoid the danger of overparameterization. It is suspected that such a
parameter set would have a consistent behaviour irrespective of the geometry of the block.

TABLE 2 : RMSE FOR DSA1l
NAME XY(M) RANK 2(M) RANK
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TABLE 3 : RMSE FOR DSA2
NAME XY{(M3 RANK 2Z(M) RANK

[™""ViC. &k RNSE AT X CHECK POINTS TOR DATASE] DSAE | [ FIG. 2: RWSE AT 2 CHECK POINTS FOR DATASET BsAZ |
ANQ 2.2858 19 3.42986 19
8RO 0.224 3 o0.6189 4
EBN 1.6610 185 2.2427 15
ELF 0.845 10 o¢.8112 2
ELZ 0.2341 6 0.5835 1
GRA 1.9763 17 2.4920 18
GRB 1.9826 18 2.4601 17
GRC  1.9422 16 2.4527 16
GRD 1.0081 12 1.7682 12
GRE 0.5083 2 0.6724 [
JAC 0.3341 8 0,8437 10
KIL 0.2277 8 0.6065 2
KOJ 0.1498 1 0.7758 ]
KOL ©.2263 4 ©0.83130 3
MAU 1.0081 13 1.7682 13
MOA O0.2667 7 0.78%32 T
MOB 0.9619% 11 1.3776 11
MUR  0.2181 2 0.636) 5
SCH 1.0429 14 1.8083 14

Note: Vertical axls = RMSE velue; Horlzonte! axis = Mode! name
Mode! names casn be ldentified with column 1 of the Teble

TABLE 4 : RMSE FOR DSA3
NAME XY(M) RANK Z(M)  RANK

~ FIC. 3k RWSE AT XY CHECK POINTS FOR DATASET DSAS G55 RSE AT % CHECK POINTS FOW DATASET DSA |

ANO 3.,0080 19 3.6214 19 . .

BRO 0,4621 6 1.1273 7 '] *

EBN 1.7983 1% 1,7307 11

ELF 1.0229 10 1.2950 9

ELZ 0.3337 1 0.7101 1

GRA 2.68932 16 2.7846 18 :

GRB 2.79872 18 2.9100 18

GRC 2,6841 17 2.8131 17

GRD 1.2053 12 1.731¢ 12

GRE 0.6287 8 0.8432 3 .

JAC ©0.5050 7 1.0513 5

KIL 6.3397 2 0.9156 4

KOJ 0.9437 8 1.4182 10

KOL 1.2170 11 1.7432 14

MAU 1,2953 13 1.7319 13

MOA 0.3676 4 1.0653 6

MOB 0.3602 3 0©.7209 2

MUR ©.4389 $ 1.1327 8

SCH 1.3357 14 1.8048 15 o ket e o B o s i e e + S R B b b -

Note: Vertice! axis = RMSE value; Horlizonts! axls = Mode!

name
Mode ! names csn be identified with column 1 of the Table

TABLE 5 : RMSE FOR DsB1l

NAME XY(M) RANK Z(M) RANK

G. 4A: FO(SE AT XY CHECK POINTS PUR DATASLY DSB1 FiG. 48 RNSE AT L CHECK POINTS FOR DATASTT DSBI
ANO 2.1056 18 3.1367 9
BRO 0.17086 6 0.5866 7
EBN 1.2497 12 2.3152 15
ELF ©0.4038 8 0.5212 [
ELZ ©0.1237 2 0.4557 2
GrRA 2.1577 19 2.9601 i8
GRB 2.1314 18 2.8733 16
GRS 2.1214 17 2.8761 17
GRD 1.3107 14 2.2407 12
ARE 0.4187 $ 0,8868 $
JAC ©.1107 1 0.2648 1
KIL ©.1480 % 0.3018% 5
KDJ ©0.9980 10 1.8383 10
KOL ©.2488 7 ©,7847 8
MAU 1.3107 13 2.2407 i3
MOA ©0.1318 3 0.4706 3
MOB 1,1380 11 1.7432 i1
MUR 0,1836 4. .0.4881 4
SCH  1,3344 15  2.202% 14

TABLE 6 : RMSE FOR DSB2
NAME XY(R) RANK Z(M) RAWK

- AT GIECK PO TASET DSHE TiG. 55 FOISE AT % CHECK FOINTS FOR DATASET AS82 )

ANO 3.2617 19 4.1185 19

BRO 0.202 S 0.6809

EBN 1.7939 11 3.277% 12

ELF 0.6782 § 0.9212 7

ELZ 00,1274 1 0.5316 2

GRA 3.2329 18 3.8397 18

GREB 3.2319 17 3.8189 186

GRC 3.2264 16 3.8359 17

GRD 1.8358 12 3.3008 13

GRE 0.6376 8 1.,2632 9

JAC 0.1958 4 ©0.4400 1

KIL 0.2150 6 0©.6244 5

KOJ 1.9175 15 2.1164 10

KOL 0.2933 7 0.9220 8

MAU 1.8358 13 3.3008 14

MOA 0.1616 2 0.5466 s

MOB 1.7880 10 2.4069 11

MUR ©0,1623 3 0.5529 4

sc" ‘.a‘ao 1‘ 3 33‘7 ls l)u—wh«.-n-mnnuwuvw O W 2 S S04 WL Mk BOA KD WS o

---------------------------- vy s .
Note: Vertics!l axis = RMSE valiue; Horizonte! axis = Model name

Mode! names cean be ldentifled with column 1 of the Table
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TABLE 7 : RMSE FOR 0S83
NAME XY(M) RANK Z(M)  RANK
ANO 3.0327 19 3.9888 19 TG Sk R ATV CoEGY PaurTS FOR DRYASTY Bw) TG 6% RNSE AT £ CHECK POINTS FOR DATASET D583
BRO ©.2154 2 0.3594 1
EBN 2.5296 15 3.9832 18
ELF 1.1017 10 1.6671 10
ELZ 0.4107 7 0.7131 8
GRA 2.8703 1317 3.8041 15
GRS 2.9904 18 3.7732 12
GRC 2.8571 16 3.7832 13
GRD 2.2863 13 3.9196 16
GRE ©0.7522 § 1.1394 s
JAC 0.2338 4 0.5498 3
KIt 0.2778 5 0.6121 5
KOJ 0.5018 8 ©0.9067 e
KOL ©.3790 6 0.8611 7
MAU 2.2863 14 3.9200 17
MOA  0,2171 3 0.5954 4
MOB 1.7604 11 2.4589 11
MUR ©0,1827 1 0.4187 2
SCH 2855 12 3.7978 14 7
Note: xogt:cul axls = RMSE velue; Horlzontal sxis = Mode! name
ode! nemes cen be identiflied with column 1 of the Table
TABLE & : RMSE FOR DSC1
NAME XY(M) RANK Z(M)  RANK .
[T"""FGC. 4. TOISE AT XY CHECY, POINTS FOR DATASET DSC1 FiG. 7B; R4SE AT T CHECK FOINTS FOR DATASEY DSCT
ANQ 12,2438 19 3.2118 19 .
BRO 0.1994 6 0.6474 7
EBN 1.2628 15 2.1761 15
ELF 0.2971 8 0.4393 2
ELZ ©0.1513 5 0.4871 5
GRA 2.1022 18 2.8513 1@
GRB 2.,0792 17 2.768¢ 17
GRC 2,08620 16 2.7574 18
GRD 1.2487 12 2.1091 12
GRE 0.3815 § 0,8635 2
JaC ©0,1271 1 0.3011 1
KIL ©,1431 3 0,4901 3
KOJ 0.8177 10 1.6366 10
KOL. 0.2893 7 0.8096 8
MAU 1.2487 13 2.1091 13
MOA ©0.1426 2 0.4943 4
HOB 1.0860 11 1.7171 11
HUR ©0.1465 4 0.5182 [
SCH 1,2753 14 12,1630 14 B 1 o ol 6 R
Note: Vertics! axlis = RMSE velue; Horlizontel axls = Mode! name
Mode | names can be identifled with column 1 of the Table
TABLE 9 : RMSE FOR DSC2
NAME XY(M) RANK Z(M)  RANK
TG, B4 RASE AT XY CHECK POTNTS FOR DATASEY DSCZ 8 CHECK
ANO 3.2520 19 4.2165 19 - , F1G. 8B: RMSE AT 2 POINTE FOR DATASEY DSC2
BRO 0.3211 6 0.9352 7 “
EBN 1.8905 14 2.9735 12
ELF 0.4456 B8 0.7785 6
ELZ G6.2204 4 0,6978 5 ,
GRA 3.2115 18 3.6863 17
GRB 3.1878 16 3.6175 16
GRC 3.2086 17 8.7101 18
GRD 1.8081 11 3.1463 18 f
GRE 0.5048 2 1.4785 9
JAC ©0.2807 5 0.6422 3
KIL ©.1926 1 0.6379 1 .
XOJ 2.0026 15 2.2304 10
KOL ©.3458 7 1.0027 e
MAU  1.8081 12 83,1463 14
MOA 0.1837 2 0,8420 2 ; f
MOB 1.7206 10 2.4114 11
MUR ©0.1839 3 '0.6484 4
SCH 1.8280 13 3.2216 1% .
st MO G B B R4 B &L OB W ol 04 efl D RDA KD A oL
Note: Vertlica! sxls = RMSE value; Horizontel axlis = Mode! name

TABLE 10: RMSE F

NAME XY(M)

RANK

OR DSC3

Z(M) RANK

ANO 2.4222
B8RO 0.3078
EBN 2.5065
ELF 0.8048

SCH  2,3089

o e s o o s e o o e o o e e

14

ot 0 0 08 48 T
“NOHWOIDWLONNDOINDAR

T

Note:

11

8 e 8 2 Y]
ENOWRABNLDOADNNNO S

s b ad

Vertica!l axlis = RMSE value; Horlizonte!l sxis = Model

Mode! nemes can be ldentified with column 1 of the Table

N3 AY MTS FOR DATASEY

name

Mode| names can be identifled with column 1 of the Table
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TABLE 11:

RMSE FOR DSD1

NAME XY(M) RANK Z(M) RANK
2 o e 20 0 20 o O e v o o e [T FG T0A RWSE AT XY CHBCK POINTS POR DATASET DS01 FIG.108: ROISE AT £ CHECK, POINTS FOR DATASEY D50}
R T 5
. 4 . -
EBN ©.1848 16 00,2360 18 o post
ELF 0.1636 6 0.,1628 9 - ot
ELZ ©0.1633 S5 0,1169 3 e -
GRA 0.1846 15 0.2084 15 - -
GRB 0.1778 12 0.1737 11 - o
GRC ©.1887 18 0.2108 1§ o -
GRD ©0.1765 10 0.1889 12 poi I
GRE ©0.1864 17 0.2169 17 - o
JAC ©0.,1802 14 0.1480 e o -
KIL ©0.1439 1 0.1139 2 - -
K04 0.1795 13 0.1242 4 o o
KOL ©0.1572 2 0.0934 1 - =
MAU 0.1765 11 0.1889 13 o post
MOA ©0.1608 4 0.1345 5 - o
MOB ©.1655 7 ©0.1708 10 fod =
MUR 0.1606 3 0.1451 7 = N M
SCH 0.1728 & 0.1835 14 o BB AR EEREY || S e e i
JIIlLllD P et S — ) et oSl
ote: Vertlicel sxis = value; forizontal! axls = Model name
Not Verti | i RMSE | H i tal i Mode |
Mode! names can be ldentifled with column 1 of the Table
TABLE 12: RMSE FOR DSD2
NAME XY (M) RANK Z(M)y RANK _ ,
e e e o o o e 0 e e FIC.T1A RHSE AT XY CHECK POINTS FOR DATASET DSDZ 71G.110: R4SE AT 4 CHECK PGINTS FOR DATASET DSDC
meomE o osamE lp | =
8RO 1 .20Q - o
EBN ©.1897 14 0.2470 17 o =
ELF 0.1655 6 0.1495 5 ped b
ELZ 0.1850 13 0.1755 7 8 =
GRA ©0.1939 16 0.2138 12 o o
GRB ©0.2055 18 0.1884 ] o o=
GRC ©0.2013 17 0.2229 16 = =
GRO ©0.1793 10 0.2161 13 o el
GRE ©0.1911 15 0.3010 18 = A
JAC 0.1727 B 0.2107 11 4 =
KIL ©0.1449 1 0©0.0978 2 - @
KOJ ©0.1814 12 ©0.1676 6 <3 -
KOL ©0.1652 5 0.0954 1 = =
MAU 0.1793 11 0.2161 14 I =k
MOA ©.1556 4 0.1317 4 = &
MOB ©0.1850 3 0.1826 9 o &
MUR ©.1529 2 0.1308 3 - =
SCH 0.1731 ¢ 0.2168 15 - - e o & e e wh o
Note: Vertical axis = RMSE value; Horlizonta!l axls = Mode! name
Mode! nemes cen be identified with column 1 of the Table
TABLE 13: RMSE FOR DSE1l
NAME XY(M) RANK Z(M)  RANK - O UOU—
R rcad - e [ FIG.12k RHGE AT XY CHEXK POINTS FOR DATASET DSBY F1G.120; RNSE AT % CHECK POINTS FOR DATASLY DSEY
3:3 g.}gg; 1; 0.3356 19 s '
. 0.1286 1 &
EBN 0.1§73 17 0.2627 18 bt~ =
ELF 0.1224 6 0.1901 8 ot &
ELZ 0.1212 4 0.1433 2 - &
GRA 0.1447 14 0.2137 14 bt &
GRB 0.1481 15 0.2272 15 " boh
GRC 0.1522 16 0.2301 16 - o
GRD ©.1327 10 0.1997 11 ~ &
GRE ©0.1626 18 0.2409 17 - el
JAC 0.1265 8 0.2063 13 - =
KIL ©0.1044 1 0.1836 s o &
KOJ 0.1360 12 0.1731 4 - =
KOL 0.1243 7 0.1702 3 - =
MAU ©0.1327 11 0.1987 12 - =
MOA 0.1159 3 0.1868 7 - =
MOB 0.1426 13 0.1928 9 bt i3
MUR  ©.1217 5 0.1936 10 - =
SCH ©0.1208 9§ 0.183p 6 - = - -
- 2z . o - g
Note: Vertice! axis = RMSE value; Horlzontel axis = Mode! name
Mode! names csn be identified with column 1 of the Table
TABLE 14: RMSE FOR DSEZ2
NAME XY(M) RANK Z(M)  RANK -
taioasibend - FE 79, TSE 37 T CHECK POINTS TOR DATASEY DSTZ.
ANO  ©0.2185 18 ©,2395 .
BRO 0.1541 6 0©.2181 ; ol ped
EBN ©0.1870 14 0.2804 15 o =
ELF 0.1341 3 0.2156 4 & =
ELZ 0.1792 12 0.2738 13 o -
GRA  ©0.1791 11 0.2468 e et hed
GRB 0.1844 13 0.2811 16 R -~
GRC ©0.1966 17 0.2722 12 - -
GRD 0.1737 9 0.28581 9 = &
GRE ©0,2901 19 0.3692 17 = e
JAC 0.1951 16 0.4628 19 = o
KIL 0.1081 1 0.1871 1 e -
KOJ ©0.1820 15 0.3970 18 ol =
KOL ©0,1464 5 0.2718 11 = -
MAU ©0.1737 10 0.2581 10 = -
MOA 0.1268 2 ©0.1908 2 = =
MOB  ©0.1647 7 0.274% 14 = oo
MUR 0.1434 4 0.1057 3 = =
_fsf‘_gLifggﬁ__g__°'2334 6 O Cine B0 W B BT G GW B G0 G4 S A0 KA ew o B R s | 200 A0 00 W B 1 Gha 0N 0 S 0 WG PR 06 WA RAV MR D M s
Note: Vertica! axis = RMSE value; Horizonta!l exis = Mode!l name
Mode! names can be identiflied with coiumn 1 of the Table
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TABLE 15: RMSE FOR DSF1
"E:TE-XX gnmy Rank 2w Ran« 16 T4 FNSE AT Xv CHECK POINTS FOR DATASEY DSP1 G 748, RNSE AT T CHECK POINTS FOR DATASET D91
AKO ©0.0490 19 0.3620 19 . -
BRO ©0.0412 7 0.3090 8 e =
EBN 0.0425 17 0.3230 18 pead i
ELF 0.0400 4 0.2800 5 ot &
ELZ 0.0429 18 0.3120 15 — E:
GRA ©0.0412 8 0,3080 8 s o
GRE 0.0410 6 0.3130 16 foos g
GRC ©0.0412 9 0.3090 10 e &
GRD 0.0412 10 0,3090 11 o &
GRE 0.0394 3 0.3180 17 o g
JAC ©0.0291 1 0©0.2300 2 - g
KIL ©6.0412 11 0.3070 7 peed g
KOJ ©0.0388 2 0.2890 3 - g
KOL ©.0423 16 ©.304 6 el 2
MAU ©.0412 12 0.3080 12 e &
MOA ©.0421 15 0.3110 14 e Z
MOB ©.0400 5 0.2890 4 = &
MUR ©.0412 13 0.1520 1 - =
SCH 0.0412 14 0.3090 13 = i bl i B B e i e S e o mERTSRREE SRR
Note: Vertice! sxls = RMSE velue; orizontal axis = Mode!l name
Mode! nemes can be ldentified with column 1 of the Table
TABLE 16: RMSE FOR DSF2
NAME XY(MM) RANK Z(MM)  RANK
’é;é °. 8333 13 g A ggsg 13 e 7IG.18A: RNSE AT XY CHECK POl R DATASEY BSP2 FIC.160° RNSE AT 2 CHECK POTNFS FOR DATASET DF2
RO O. . e :
EBN ©0.0505 17 0.3660 18 g
ELF 0.0488 6 0.3300 2 8
ELZ 0.0508 18 0.3530 8 i
GRA 0.0492 9 0.3540 10 8
GRB 0.0492 10 0.3560 17 2
GRC ©0.0482 11 0.3540 11 b
GRD 0.0492 12 0.3540 12 &
GRE 0.0420 2 0,3300 3 it
JAC 0,0284 1 0.2290 1 &
KIL 0.0485 5 0.3490 7 £
K0J ©0,0461 3 0.3310 4 et
KOL ©,0478 4 0.3310 & 4
MaU 0.0492 13 0.3540 13 &
MOA ©0.0499 16 ©0.3550 16 g
MOB 0.0488 7 0.3320 6 &
MUR ©0.0492 14 0.3540 14 &
SCH 0.0492 15 0.3540 15 : 3
e L o o e v &2, les bl il il
Note: Vertica! axls = RMSE value; ‘Horlzonta! axis = Mode! name
Mode! names cen be identified with column 1 of the Table
TABLE 17: RMSE FOR DSG1
NAME XY(MM) RANK Z(MM) RANK -
M """FiC.16h: FOISE AT XV CHECK POINTS FOR DATASET DSG G 160; FOASE AT 2 CHECK POINTS FOR DATASEY D361 -
3:8 g.g:gg lg 8~359° 18 - 36A, AT XY CHECK POINTS DATASET DSG1 . 7G.168: A
. . 2970 7 .
EBN 0.0412 16 0.3020 16 e &
ELF 0.0394 3 0.2620 3 o 2 E
ELZ 0.0432 17 0.2860 6 e =
GRA 0.0403 @ 0.2070 8 bred &
GRB 0.0401 6 0.8010 15 - £
GRC ©.0408 9 0.2070 9 e &
GRD ©.0403 10 0.2070 10 e o
GRE 0.0387 2 0.3120 17 et g
JAC ©0.0802 1 0.2120 1 = ¥
KIL ©0.0403 11 0.2880 & s 8
KOJ 0.0398 5 0.2600 2 = ]
KOL 0.0492 19 0.8160 18 - s
MAU 00403 12 0.2976 11 = g
MOA ©0.0403 13 0.2870 12 ) =
MOB ©0.0394 4 0.2630 4 o &
MUR 0.0403 14 0.2070 13 e &
e o
0.0403 15 0.2970 14 o 0 0 U 0 o el B B e e Sl e
ook o
Note: Verticel axis = RMSE velue; Horizontal axis = Model name
Mode! names cen be identified with column 1 of the Table
TABLE 18: RMSE FOR DSG2
NAME XY(MM) RANK Z(MM) RANK
e e o [ XY OB POTVTS PO DATASET D507 K POINTS FOR DATASET D562 |
sgg g.gg.}g 1; 0.3820 19 " PIG.37A AT XY CHECY, POINTS FOR BATASET DSG2 FI1G.178. RMSE AT Z CHECK POINTS FOR DATASEY DSG2
0.3320 7 ’
EBN 0.0483 16 0.3380 16
ELF 0.0463 4 0.2910 4
ELZ 0.0517 18 0.3390 17
GRA 0.0474 7 0.3320 8
GRB 0.0474 8 0.3340 15
GRC 0.0474 9§ 0.332 9
GRD 0.0474 10 0.3320 10
GRE 0.0411 2 0.2190 2
JAC 0.0295 1 0.2070 1
KIL 0.0474 11 0.3280 6
KOJ 0.0452 3 0.2900 3
KOL ©0.0545 19 0.3470 1@
MAU 0.0474 12 0.3320 1)
MOA 0.0474 13 0.3320 12
MOB 0.0463 5 0.2920 5
MUR 0.0474 14 0.3320 13
SCH 0.0474 15 0.3320 14
Note: Vertical axis = RMSE vasliue; Horizonts !l axis = Mode! name
Mode! names can be identified with column 1 of the Table
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