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Abstract 
A step-by-step method of blunder Location is introduced .. Some 
systematic experiments were carried out to that method and other 
three klnds of conventlonal location methods, by using different 
point distribution models that had varying blunders. the resuLts 
showed that the step-by-step loction method is more precise and 
credible than others. 

1.INTRODUCTION 

Recent years much attention had been paid to the blunders in 
\nternat'onaL photogrammetric communitY.lt can be seen from a 
number of art~cles published in the 15th Internat'onal Archives 
of Photogrammetry and Remote Sensing. 

It is well known that during the photogrammetrtc operations, 
blunders are ~nev'table.The existence of blunders not only 
lnfluences the accuracy of adjustments (such as control pOlnts 
and common points with blunders),but the mori Important thing 
is that it makes the results of adjustment unreliable. 

According to the discussions of comm\ss~on III of the 15th 
Congress of International Society for Photogrammetry and Remote 
Sensing convened 1n Brazll,there are two kinds of methods: (1) 
blunder detection after the least square adjustment,for example, 
the famous "Data snooping" [1J and Danish Method [2J etc.:(2) 
alternation of method of adjustment.lt ls generally consldered 
that least square adjustment can not treat observat'on blunders 
correctLy,b~eause least square method tends to distribute 
bLunders to other correct observations,what adds difficulty to 
blunder detection and location.lt ls,therefore,necessary to 
select new method of adjustment,such as adjustment method of 
ZIVI-+min,which is better than Least squares ~Ivv'-. mln in 
bLunder Location .this paper deals mainly with some experiments 
and approaches by the former method. 

In addltion,the purpose of these experiments is to serach for 
method wh'ch can Locate blunders accurateLY.In the process of 
experiments two aspects were considered:one was the rate of 
blunder Locatlon,the other was a probability of rejecting truch 
(type I error).!n the papers on blunder detection and locatIon 
presented at home and abroad before,only rate of blunder 
location was considered,generaLly,thus its practicability has 
to be reduced,as a probability of rejecting truch is much 
larger,which wlll cause many unneccessary repetltl0ns. 

The experiments described in this paper were carried out in the 
process of relative orientation adjustment. 
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2.ARTIFICIAL SIMULATED EXPERIMENTAL DATA 

3 sets of simulated Data of different point Layout are prepared. 
They are used for models w'th 9 potnts,10 points and 12 points 
respectively,potnt distributions are shown in Figure 1,2,3. 

3.3mm 3.3mm 

2. .8 . 5 2 .. 4· 9 .. 7 2 .. 5 11 .. 8 

1 . . 7 .4 1 . .6 1 .. 4·· 10 .. 7 

3. .9 .6 .3 •• 5 10 .. 8 3 .. 6 12 .. 9 

F i 9 . 1 Fig.2 Fig.3 

E a c h set 0 fda t a con sis t s 0 'f 8 s t rip s , 'w' 1 t h -b t. u n d e r 0 f 5 to ,8 00' 
11 00 ,1 1+ (). ,17 00 ,20 Of)' 23 Do, and 26 ()o respect; ve Ly, observat i ona L 
random error is 10 um.The total amount of models are 72,80 and 
96 respectiveLY.Each model has one point with blunder which spreads 
evenly at individual point Location. 

Bestdes,addit'onal preparation of 3 sets of data (the same as above 
but without blunders) has been made,the difference lies 'n 
observationaL random errors in strips e.g. 5.0,6.5,8.0,9.5,11.0, 
12.5,14.0 and 15.5 um respectively. 

3.THE EXPERIMENTS ON THREE CONVENTIONAL BLUNDER LOCATION METHODS 

(1) ~Data Snoop'ng" method 

The theory deveLoped by Professor 8aarda of Netherlands, '9 a 
rtsorous from the potnt of view of mathematicaL statistics, 
theory of blunder and deduced on the basis of least sauare 
adjustment.The core of this method is the selection of a statistic 

where vi=correct Ion of observations 
6;,=unlt weight in mean ~~iauar'e deviation 
Ov.::::::mer.Jn square deviat ion ()'f correct ion 

( 1 ) 

qii=the lth ele:ment on main di,;~gonal for matrix Qvv o"f 
correct'on weight coeffIcients 

to justify whether blunder's presented or n6t.ln this method 
research on mInimal blundr value (inner reliabll'ty) which's 
possible to be found is made.Thus we have 

, 
~oJ'( == So /,/ q i i Pi (2 ) 

wher'e Pi ==we ,ght o"F itA observat ion 
So=a constant, in the case when Level of sisn'f'cance=0.001, 

the rat e of d e~ tee t ion 1 - f3 = 0 . 80 ,So = 4- • 1 

The scholars in the word apply this method to blunder location,that 
is,after convergence of adjustment,compute statist\c Wi and inner 



r ell a b 1 lit y S;,~ 
can be made: 

,using this as critical value, a judgement 

W 1 > ~:l-i, (3 ) 

Assume that the expression (3) is true,then it may be considered 
that the observation contains blunder.Our experiments are carried 
out by the same method,onLy a transformation is made to expression 
( 3) . 

--According to expression (1) and (2),an integer ,./qil is multiplied 
to both sides of expression (3) ,thus obtain 

(3a) 

By comparison expression (3a) ~ith expression (3),although there 
ex~sts only a small change,but so far as computation is concerned, 
th~s cna reduce a large amount of ~ork,because computation of 
cubersome matrlx Qvv can thus be avoided. 

Results of exper'ments see Table 1 and 2. 

Table 1 

~ 
Ratio of 
location 

o. of points 5 8 1 1 14 17 20 23 26 
for detec- 0'0 t 00 6"0 6';, 0-0 00 6"0 date tl0n (% ) 

1 0 3 5 5 6 7 9 9 61 . 1 

2 1 3 7 10 10 10 1 0 1 0 76.2 

3 1 6 9 1 1 12 12 12 12 78.1 

(2) Danlsh method 

Danish method's usually referred to as weight function method. 

Table 2 

strip a probability 
of rejecting 

No. of 5.0 6.5 8.0 9.5 11 . 0 12.5 14.0 1 5 . 5 truth 
point for 
detec- (% ) 

date t ; on 

1 0 0 0 1 0 2 7 6 2.47 

2 0 0 0 1 0 3 1 1 1 0 3.12 

3 0 0 0 0 6 1 1 1 .3 27 4.95 

The deduction of this theory is based on maximum Likelihood method. 
After adjustment the absolute values correction forobservation wlth 
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blunders are Larger than those for normal observations,therefore, 
select a decrease funct ion 'With I vi I as a variable to define 
weight Pi,the larger the Ivil ,the smalLer the given 'Weight 
'WiLl. be;the smalLer the given 'Weight,the more shouLd bLunders be 
presented on Iv', . FinaLLy the bLunder can be Located ( see 
references 2.and 3.). 

It is recommended in this paper that a method to combine 'Weight 
function 'With I'l'data snooping rr shoul.d be adopted,that is,;n the 
process of iterative adJustment,'Weight function method is to be 
used 90 as to change 'Weight of observations,after convergence 
of a d jus t men tis mad e , com put e W i I and a~'i ,a n d d e t e r min e 'w' h e the r 
they are bLunders b~/ express lc)n C.3<.~) .The measure1 taken is 
rationaL and efficient,because 'Weight function can distinguish 
very 'w'elL between points Vi with blunders and those 'w'ithout 
bLunders,and "data snooping" method can provide us 'With accurate 
judgement,furthermore,theory of I'l'data snoopingl'l' does not require 
aLL the observations having equalaccuracy.Hence,the adjustment 
after alternation of 'w'eight, is stil.l strictly in accord 'w'ith the 
theory of "data snooping".'. 

Weight function recommended by Danish Geodetic Research Institute 
is (see reference 2.): 

f ( Ai) = 
1 ~,4 
exp (~"O. OSAi ) 

t\.~< c 
A(>C 
A, >C 

the first to 3rd iterations 
exp (-0, OS~,~'o) after 4th iteration (4) 

P a + 1 = P a f ( /\~ ) 

'w' her e ..\, = I v i J ffo / M 0 

Vi=correction of observation 
Po=original 'Weight of observation 

(6 ) 

Mo=unit weight in mean sauare deviation of observations 
C=a constant,usualLy adopted as 3 
a::::iterative ordinal. number,to be 1,2, ... 

( S ) 

It is found that the above mentioned weight functions have t'Wo 
deficiencies:ftrstly,when Al ~ c,function f( A~) will decrease 
rapidLy to zero;'w'hen number' of point Al ~ c increases, it is 
Liable to make normaL eauatlon slngular,and no soLution can be 
reached;secondly,using the expression (S) to determine 'Weight, 
it is il11l::>ossibLe to l.et 'weight o'f ob~;et"'vation 'With decl.ined Ivll 
back to the original,for exampLe,an observation after first 
; t e r" a t ton , Ai ~ c, the wei 9 h t bee 0 m e 9 s III ,l L l e r . W hen sec 0 n d 1 t era t ion 
is made,aLthough ~l<c,but the weight ;s still very smaLL.After 
the iteration procedure was repeated many times,the observations 
with declined 'Weights increase continuousLy,it also tends to make 
normal eauation unsolubLe.Therefore, in this experiment some 
modifications to 'w'eight function are made: 

7'::::. {PO I.D 
Po exp(-O.05~~ ) 

A.~<c or a<2 
Ai>c a nd a >2 (7 ) 

Where adopted value for c is 3.ExperimentaL results are shown in 
TabLe 3 ,'llnd 4. 
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Table 3 

~ 
location 

No. of 5 8 11 14- 17 20 23 26 rate 
points for 00 00 6"0 \to 0'0 ~o O. 0-data detection (% ) 

1 1 5 7 8 8 9 9 9 77.8 

2 3 8 9 10 10 10 . 10 10 87.5 

3 6 9 12 12 12 12 12 12 90.6 

TabLe 4 

~ 
probab\lltv 

No. of 5.0 6.5 8.0 9.5 11 . 0 12.5 14.0 1 5 . 5 of rejecting 
points for truth (% ) 

data detect lon 

1 0 a 1 1 8 5 12 9 5.56 

2 a a 1 6 2 9 19 15 6.50 
, 

3 0 1 3 8 14· 17 26 38 9.29 

(3) Weight function recommanded by document [3J 

The principle of the method is similar to that of Danish Method, 
onLy the selected defInite weight funct\on is different. Definite 
weisht function recommanded by document[3J 's: 

/1~::: I V 11 I fo 
J{. = { ~~ I A~(l:T+') 

w!'''lere vi .-. corr'ect ion of i observation 
to :::: standard deviation 
IT :::: 'terat i ve ordinal number, computed 

conventional adjustment 
c :::: a constant, c ::::(1T + 1 ) I 2 

Pi .- weight of i observation 
Po :::: original weight of i observat ic)n 

Experimental results see TabLe 5 and 6 

Table 5 

~ No. of 5 8 1 1 14- 17 20 23 
points for 00 00 6'". 6"'. 6". t. fe data detection 

1 5 7 8 8 9 9 9 

2 7 1 0 1 0 1 0 1 0 1 0 1 0 

3 9 12 12 12 12 12 12 
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f. 

9 

10 

12 

t h€~ 

(8 ) 

(9 ) 

first 

l.ocation 
rate 

(% ) 

88.9 

96.2 

96.9 



Table 6 

~ 
probabLilty 

No. of 5.0 6.5 8.0 9.5 11 . 0 12.5 14.0 15.5 of rejectlng 
points for truth 

data detection (% ) 

1 0 1 3 ,3 10 8 11 15 7.87 

2 1 1 5 9 6 1 1 20 18 8.88 

3 0 1 5 12 12 23 35 41 11 .28 

(4) Brief summary on 3 klnds of blunder locatlon method 

a.The method to eomb~ne weight function with "data snoop'ng" 
1$ very effective, its effect is much h19her than that of 

"data snooP1ng". 
b.From the pOlnt of location,the third method is the best, 
as to data wlth 10 pOlnts and 12 points,blunders of more than 

8 tlmes 00 can be located. 
c.Generallya probability of rejectlng truth 1S increasing 
whiLe location rate increases, It may be seen from the results 
that 1f only locat lon rate 1S taken into considerat ion and 
dtsregartng probab'Lity of rejecting truth, tn operations it ;s 
bound to cause a number of unnecessary repetit'on of work. 
d. A probabtLity of rejecttng truth's concerned with random 
observatic)nal error,generalLy \t 1S increasing whlle random 
observat'onal error 'ncreases. Therefore, random observationaL 
error should be reduced as far as possible 
e. Location rate has relat'on w'th Layout of po'nts, and the sets 
of points are more effective than tndlv\duaL one. To relect sets 
of po'nts at four corners of a model's a more economical and 
bene'fieiaL way. 

4.STEP-BY-STEP BLUNDER LOCATION METHOD 

It ean be seen from the results made by using three conven­
-ttonal methods, that none of them is said to be accurate,especi-
-aLLy, a probabiL~ty of rejecting truth's too Large. The paper 
recommends a step-by-step blunder location method which dtv'des 
Locatjon process into three steps, and accordiog to purpose of 
the step,dtfferent wetght functions and detection procedures are 
seLected. 

In the first step,purpose of detection's to locate large blunders, 
so weight function betng selected is the one not too sens\ttve to 
blunders.A suggested weight function 1S: 

Pi" { 
Po 

1\ (6- IT) 
Pol Jll 

( 1 0 ) 
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where ( 11 ) 

C=a constant,the value to be used 1s 2.5 
~T=lteratlve ordinal number,lf IT>3,then IT=3 
t.=est'mate value for unit wetght in mean sauare 

devlatl0n of observations 

" '" t:-Where computat i~n of Ai, 1S made by 60 instead of Qo ,the purpose 
is to decrease Al .because at the tlme of first and second 
'terat'ons,Vi as influenced by original valuation of unknown 
parameters tends to be large,for example, if Vi and ~c are used 
to define weights,they are likely to be influenced by systemat'c 
errors,so as to let weights of many pOlntl come smalLer,and 
cause blunder detection inaccurate. When Ai >C (generally it is 
lnfluenced by blunders ), \n order to- reducslts we19ht raPldlly, 
weight function to be selected is exponential whi~~ Increases 
wit~ lteratl0n times and decreases with orders.As ~i is computed 
by" 6"0 ,it 1S not large durlng the first and second iterations 
(A~ i sus u all y not l a r 9 e r t han 3), a t t his tim e the use of h i 9 her 
order can reduce its weight raptdtly,to decrease influence of 
blunders as soon as possible. 

Experiments have shown that the wetght function \s only to be 
used to loc~te Large blunders and some blunders of po'nt Location 
which are sensitive ~o It. 

In second step,the purpose's to search f6r whether adjustment 
sYstems have blunders or not.When adjustment system Is affected 
by blunders,it is liable to have certain tnfluence over an 
accuracy (se~ Table 7 ),conseauentLy, after convergence,as to 
es~'mated vaLues of untf weight in mean square dev'at'on of 
o b s e r vat 1 0 n s ,a F t est s h 0 u L d b e car r 1 e d o'u t , and t 0 see w h e the r 
blunders can be tdintjfted. 

F test forunla 's 

~o.a/ t::," ..j"o..J Ur: Vt, > F (, ,00, ~ ) ( 12) 

A 

where ~ =estlmate value of unit weight 1n mean square deviation 
&0 =true vaLue of unit ~elght in mean sauare devlation 
~ =redundant of observations 
Of.. =Level of s19nlflcance, in the experlment 

=0.01 

Table 7 

~ 
5 8 1 1 14 17 20 

average 0'0 ~o ~ 00 6';, fro 
data accuracy 

1 15.3 21 .5 27.9 34.4 40.9 47.5 

2 14·.9 20.2 25.8 .31 .6 37.4 43 .. 3 

3 13.5 18.0 22.9 28.0 .2 .38.4-

23 26 
00 6';, 

54.2 60.8 

49.2 55. 1 

43.7 It9.0 



remarks: average accuracy in Table 7 is referred to as average 
value for estimate value of unit we~ght in relative orientat'on 
of individual strip models (unit: um),true value of unit we19ht 
is 10 um. 

Third step,is to Locate smaLL blunders 1n adjustment system. 
When resuLts of F test (12) is true,this step should be taken, 
otherwise no further adjustment is needed. 

Weight function selected for the third step is 

Pi= ( 13) 

where /\. i = 'V i' / ~fJ 
c= a constant, C = (IT+1 ) / 2 

IT = iteratlve ordinal number, compute from F test 
~ = true value of unit lJelght in mean square deviatl0n 

for observations 

Results 6f step-by-step blunder location method see Table 8. 

Table 8 

~ 
location 

No. of 5 8 1 1 14 17 20 23 26 rate 
pOlnts for ~ 6'; fo 6'~ ~ ~, 6'0 0-0 data detection (%) 

1 3 7 8 8 9 9 9 9 86.1 

2 4 9 10 10 10 10 10 10 91.2 

3 5 1 0 12 12 12 12 12 12 90.6 

Probabilities of rejecting truth are alL zero. 

By comparison between step-by-step blunder Location method and 
the prev'ou~ best one, it can be seen that there is a small 
decrease In detect'on rate,this means that only small blunders 
(such as 56'0,86'0 )have low location rate, but accuracy is 
considerably improved. Probabllitles of rejecting truth for 3 
sets of data are alL zero. 

TabLe 9 and 10 are results of the step-by-step blunder location 
method, when models 'ncLuding 2 or 3 blunders with the same 

size are presented. 
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Table 9 

~ 
Locatlon 

No. of 5 8 1 1 14 17 20 23 26 rate 
points for 

data detection (% ) 

1 6 12 13 13 13 13 13 13 66.7 

2 9 17 19 19 19 19 19 19 87.5 

3 1 5 20 23 23 23 23 24 24 91 .5 

remarks: 
there are results for models including more than two bLunders 

Table 10 

~ 
Locatlon 

o. of 5 8 1 1 14 17 20 23 26 rate 
points- ·for 

data detectlon (% ) 

1 9 18 19 19 19 19 19 19 65.3 

2 9 18 20 22 22 23 22 22 65.8 

3 20 28 29 30 35 35 35 36 86. 1 

Remark:There are resuLts for models 'ncLuding more than 3 bLunders. 

From the results of experiments 't can be seen that the Location 
rate for step-bY-step bLunder location method is very high.When 
sets of points and blunders larger than 11 ~ are taken,nearly all 
such kind of bLunders can be located.In addition,the more redundant 
observations in adjustment sYstem,the blunders are easier Located; 
the more blunders of adjustment sYstem,the more difficult will be. 

In general,a conclusion can be drawn that step-bY-step blunder 
Location method is the most accurate,reliable and very effect've one. 
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