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ABSTRACT-This paper proposes a hierarchical approach to solving the surface and vertex correspondence

problems in multipe-view-based three-dimensional object recognition systems. The proposed scheme is a
coarse-to-fine search process and a Hopfield network is employed at each stage. Compared with conventional
object matching schemes, the proposed technique provides a more general and compact formulation of the
problem and a solution more suitable for parallel implementation. At the coarse search stage, the surface
matching scores between the input image and each object model in the database are computed through a Hop-
field ntework and are used to select the candidates for further consideration. At the fine search stage, the ob-
ject models selected from the previous stage are fed into another Hopfield network for vertex matching. The
object model that has the best surface and vertex correspondences with the input image is finally singled out

as the best matched model.

I .INTRODUCTION

THREE-DIMENSIONAL (3-D) object recogni-
tion is the process of matching an object to a scene
description to determine the object’s identity and/or
its pose (position and orientation) in space [1]-[3].
Any system capable of recognizing its input image
must in some sense be model-based. The problem of
object recognition can be scparatcd into two closely
relatcd subproblems-that of model building and that
of recognition. There are different approaches to
both these subproblems, and the procedure used for
recognition will have a strong impact on the kind of
model that will be required and vice versa.

The multiple-view approach to 3-D object recogni-
tion [47]-[ 6] models an object by collecting all its
topologically different 2-D projections from various
viewing angles. In the model database, each 2-D
projection is topologically different from the others
and is referred to as a characteristic view (CV) [4],
[5]. In [7], we have proposed a computer system to
automatically construct multiple-view model database
for polyhedral objects. The database is organized as a
graph in which a node represents a characteristic view
and an arc represents the transformation between two
characteristic views. It is also referred to as a CV li-
brary (or aspect graph [6]).

Although the redundancy of the model database
has been reduced to the largest extent in the CV li-
brary generation process, the size of the library is still
large if the target object is complex in shape. This
makes the subsequent recognition process very time-
consuming if a traditional sequential matching scheme
is adopted. Generally, the bottleneck of the recogni-
tion process is to establish the correspondence rela-
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tionships between the contents of the image and the
object model.

In this paper, we propose a coarse-to-fine strategy
to solve the correspondence problem in 3-D object
recognition based on Hopfield networks [ 8], [9].
Compared with the conventional object matching
schemes, the proposed technique provides a more
general and compact formulation of the problem and a
solution more suitable for parallel implementation.

I.HOPFIELD NETWORKS FOR
IMAGE MATCHING
A Hopfield net is built from a single layer of neurons,
with fecdback connections from each unit to every
other unit (although not to itself). The weights on
these connections are constrained to be symmetrical.
Generally, a problem to be solved by a Hopfield net
can Dbe characterized by an energy function E.
Through minimizing the energy function, an optimal
(or near optimal) solution is ultimately reflected in
the outputs of the neurons in the network. The ap-
plications of the Hopfield net are multifarious. In
[107, object recognition is based on subgraph match-
ing. The graph matching technique is formulated as
an optimization problem where an energy function is
minimized. The optimization problem is then solved
by a discrete Hopfield network. In [11], a Hopfield
network realizes a constraint satisfaction process to
visible surfaces of 3-D objects. In [12], the
recognition problem is casted as an inexact
graph matching problem and then formulated in
terms of constrained optimization. In [ 137, the
problem of constraint satisfaction in computer vision
is mapped to a network where the nodes are the hy-

match
object

potheses and the links are the constraints. The net-
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work is then employed to select the optimal subset of
hypotheses which satisfy the given constraints.

In this paper, the Hopfield net for image matching
is in the form of a two-dimensional array. The rows
of the array represent the features of an input image,
and the columns represent the features of an object

model. The output of a neuron reflects the degree of:

similarity between two nodes, one from the image
and the other from the object model. The matching
process can be characterized as minimizing the follow-
ing energy function [10].

+ Z(l — Zm}z-i- 2(1— ‘ZV“)Z (1)

where V is an output variable which converges to
1. 0 if the sth node in the input image matches the kth
node in the object model; otherwise, it converges to
0. The first term in (1) is a compatibility constraint.
The second and third terms are included for enforcing
the uniqueness constraint so that each node in the ob-
ject model eventually matches ohly one node in the
input image and the summation of the outputs of the

neurons in each row or column is equal to 1. The ma-

jor component of the compatibility measure Cy; (or
strength of interconnection) between a neuron in row
¢ column % and a neuron in row j column [ is ex-
pressed in terms of a function F defined as follows:
1, if le-y | << 6
Fzay) = { -1, olthezv‘vise @
where 6 is a threshold value and z and y are features
pertaining to row and column nodes, respectively. In
this paper, two different sets of features and relations
will be used for surface and vertex matching, and
they will be detailedly described in Sections I and
IV, respectively. In general, Cy; can be expressed as

Caz = ZW. X F(2,,9,) 3

where z, is the ath feature of the node in row ¢ col-
umn k, y, is the nth feature of the node in row j col-

ume !, and the summation of the weighting functions

W.s is equal to 1(i. e. , E,,W,,=1). Equation (1)
can be simplified and fit into the energy function
form of a Hopfield network [ 8] as follows:

E=— %2 > ZZT*,.lV,.kVﬁ I AS
A 3

D

where 7,=2,and

Ta’kjl = Cajz — 0;; — On

where d;;=1,if i=j, and 8;;= 0 otherwise.
Matching can be considered as a constraint satis-
faction process. The global information extracted
from the image provides positive or negative supports
for local feature matching. According to Hopfield and

(5

ij
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Tank [10], the strength of the connection between
each neuron pair can be derived from the energy
function. Based on these connections, the equation of
motion for state ug of a neuron at position (i,%) can
be derived as follows ;

dua/dt = D3> CuV 4 — ZEV“

. T T

— DV —ua/t+ I, (6)
J

where
Va=9@) =14 exp(— 2uz/ug) ]~ (7)
Since the sum of V on all the neurons at initializa-
tion is constrained to be equal to the number of the fi-
nal desired output, i.e. ,

where N is either the number of rows or the number
of columns of the array depenting on which one is

(&

smaller, we can derive the initial condition for u
from (7) and (8) as follows:

€D

Tn order to prevent the system from being trapped
in an unstable equilibrium in which the voltage of
each neuron is equal, a certain amount of noise must
be added to this initial value. We can rewrite the ini-
tial conditions as follows:

ul =

Uy =— %m(zv _

Uy, + 6 10
and

: Vi =g@d an
where 6 is a random number uniformly distributed
between — 0. lu,y, and +0. luy,.

The algorithm for matching , based on the continu-
ous Hopfield network model, is summarized as fol-
lows.

Algorithm

Input: A set of neurons arranged in a two-dimen-
sional array with initial values V3, where 0<(:;<C
rowA_max — 1,0 k<column_maz — 1, and row _
max and column_maz are the numbers of rows and
columns in the array, respectively.

Output: A set of stabilized neurons with output
values V, where 0. 0<CV <1 for 0<i<row _maz
and 0<k<lcolumn_maz.

Method .

1)Set the initial conditions using (10) and (11).

2)Set index=1 and limit=n.

3)Randomly pick up a node (i,k).

4)Update the value of uy.

5)Calculate the new output of neuron (i,k) as fol-
lows :

Va=g @y

6)Increment index by 1.

7)If index <n, then go to (3), else stop and out-
put the final values of all the neurons based on the
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following rule:

1,
Lo
where 61 is a threshold value.

In the actual implementation, N is replaced by a
value N which is greater than N. This is to adjust
the neutral positions of neurons. The coefficient 7 is 1
and ugis 0. 002. The instability problem of the Hop-
field neural network has been extensively studied
[17]. It is well known that the optimal solution is
not always found. In the algorithm, two termination

if V> 61

otherw ise

Va (12)

strategies are used to handle different situations. The
freeze strategy is adopted whenever the outputs of all
the neurons in the network are convergent. When a
small number of neurons are not convergent after a
long period of time, the time-out strategy is adopted
to force the system to stop.
Il . HOPFIELD NETWORKS FOR SURFACE
CORRESPONDENCE ESTABLISHMENT

In this section, a Hopfield net is designed to estab-
lish the surface correspondences between an unknown
object and an object model in the database. It is as-

sumed that the unknown object is in the form of line.

drawings which are obtained by segmenting the origi-
nal image and each object model is a 2-D projection of
a 3-D object whose identity and pose are to be deter-
mined. The features for surface matching are firstly
described. This is followed by the introduction of
row-column assignment. Then, the strength of in-
terconnection Cy, is defined. A method for quantita-
tively evaluating the degree of match between the in-
put image and the object model is presented. Finally,
the characteristics of the networks are discussed.
Since regions (in 2-D) are the projections of surfaces
(in 3-D), we use the two terms interchangeably in
this paper.

A. Feature Selection and Row-Column Assignments

Before establishing surface correspondence, each
object model or image has to be preprocessed. We
first label all the regions in the image or model in or-
der from left to right and top to bottom. This label-
ing scheme provides the basis for subsequent row-col-
umn assignment process. An example of labeled im-
age is shown in Fig. 1(b). During the labeling pro-
cess for each region, the area is calculated and the
boundary traced for locating high curvature (or cor-
ner) points [ 15]. The original image is then convert-
ed to a set of polygons with vertices numbered in a
certain order. The centroid of each polygon is then
computed. For each polygon, two feature are ex-
tracted for surface matching. One is a local feature,
which is the area of the polygon. The other is a rela-
tional feature, which is defined as a set of distances
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originated from its centroid to all the centroids in oth-
er polygons of the image. An example demonstrating
both features of a polygon is shown in Fig. 1. Since
these two features are not scale invariant, a normal-
ization process is performed to compensate this ef-
fect. This process starts with selecting the longest
distance from the set of intercentroid distances in the
input image. Then, based on the ratio between the
longest, intercentroid distance in the input image and
the longest intercentroid distance in the object model,
all the distances in the input image are divided by this
ratio for normalization. The area of each polygon in
the input image is normalized by dividing it by the
square of this ratio.

-5

N

(b)
Fig. 1 (a)A aerial image of a building ; (b)Its poly-
gons labeled and the feature set of polygon 2, local
feature: area of polygon 2, relational features:
{dg0sdz1 sdassdassdassdagsdar)e

The labels of the polygons in an input image or an
object model is derived during the labeling process.
In order to perform matching, each polygon in the
input image is assigned a row index and each polygon
in the object model is assigned a column index. An
example is shown in Fig. 2.
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Fig. 2. Row-column assignment for
surface correspondence establishment

B. Cy; for Surface Matching

At the stage of surface correspondence establish-
ment. Cy;is expressed as follows:
C.‘ka =W, X F{U;,;M,) + W, X F(IpMz)

+ W, X F(d,',lj,th,M,) (13)
where I, represents the (normalized) area of the zth
polygon in the input image, M, the area of the yth
polygon in the object model, dy, the (normalized )
distance between the centroids of the ith and the jth
polygons in the input image, and dwm, M, the distance
between the centroids of the kth and the [th polygons
in the object model. The values of W ;s reflect the im-
portance of each term. They can be adjusted as long
as the sum equals to 1. For the symmetric terms, the

associated weights should be set equal (e.g., W=

W ). The weight of the relational feature (W) in
more important than the other two and is thus set
with higher value.

C. Stmdaridy Measure from Surface Matching

After the states of the Hopfield net for surface
matching are stabilized , we can count the number of
active neurons in the network and use it to measure
the degree of match (or similarity) between the ob-
ject model and the input image. The procedure con-
sists of the following four steps.

Step 1: Initialize both row _ maich and column_
match to be 0.

Step 2: Count the number of 1's in each row. If
there is nol in a row, skip to the next row and leave
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row _match unchanged. If there is only one 1 in a
row, add 1to row _match. If there are n 1s (n>1) in
a row, then add 1/a to row _matchk. Repeat this for
all the rows.

Step 3: Do the same ealculation for all the columns
and update column_match.

Step 4. Pick up the larger one from row _match
and column_match , divide it by the number of rows,
and take the result as the similarity measure.

Given an input image and a large number of object
models (which is usually the case in a multiple-view
approach ), the degree of match between the input
image and different object models can be derived by
comparing the input image and each of the object
models in the final state of the Hopfield net. Ideally,
there should be at most one active neuron in each row
or column. However, due to the influence of the first
term in the right-hand side of (1),-it is possible to
have more than one candidate in the same row or col-
umn in the final state of the network. As far as
matching is concerned, this situation should be con-
sidered as unfavorable and hence decreases the degree
of match. This is the reason why 1/ is added to the
degree of match (row or column) instead of 1 when
there are n ls simultaneously existing in the same
row or column. When there is no 1 in a row (or col-
umn), it means a surface in the input image (or ob-
ject model) does not have a corresponding surface in
the object model (or input image). This does not
contribute to the degree of match between the input
image and the object model and thus the degree of
match is left unchanged. For a model-based 3-D' ob-
ject recognition system using multiple-view approach,
a set of 2-D object models are in the model database.
To derive their degrees of match with the input im-
age in the Hopfield net, we associate the input image
with row indexes and object models column indexes.
This arrangement allows us to compare all the object
models simultaneously with the input image, provid-
ed that the dimension of the neuron array is large e-
nough. This also explains why the number of rows is
used as the denominator in the derivation of similarity
measure.

D . Dscussion

The proposed Hopfield net for surface matching
has a flexible structure and is able to solve the surface
correspondence problem even if the numbers of poly-
gons in the input image and the object model are dif-
ferent. in other words, the two-dimensional neuron
array may have different numbers of rows and
columns and an inexact matching [ 18] can be per-
formed in this net. Furthermore, based on the out-
puts of the neurons in the network , a similarity mea-
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sue between any object model and the input image
can be derived even if they contain a different number
of surfaces.

This similarity measure is used to reduce the search
space. Based on the proposed simple features, a set
of object models most similar to the input image.is.se-
lected from the database. This process can be consid-
ered as a coarse search step because “good” candi-
dates as well as some “bad” candidates are selected
due to roughness of the feature set. However, this
proeess discards a large number of object models in
the database and significantly reduces the search
space.

V. HOPFIED NETWORKS FOR VERTEX
CORRESPONDENCE ESTABLISHMENT

A fter the surface correspondences between the un-
known object and the object model are confirmed,
the next step is to apply Hopfield networks to estab-
lish the vertex correspondences. In this section, the
features for vertex correspondence establishment are
first described. This is followed by the introduction
of row-column assignment. Next, the strength of in-

terconnection Cgjy is defined. Then, a technique for.

systematically deriving the best vertex correspon-
dence is presented. Finally, the characteristics of the
networks are discussed.

A. Feature Selection and Row-Column Assignments

Before we start establishing the vertex correspon-
dences, the order of all the vertices in each polygon
must be determined. This is usually achieved at the
preprocessing stage by selecting the vertex of a poly-
gon with minimum z coordinate as the starting ver-
tex (oth vertex). If two vertices happen to possess
the same minimum z coordinate, the one with small-
er y coordinate is selected as the starting vertex. The
subsequent vertices are numbered sequentially in a
clockwise direction. The reason for making this or-
dering is to facilitate the subsequent row-column as-
signment process. A useful feature for vertex corre-
spondence establishment is the shape number pro-
posed in [16]. This feature is invariant to rotation,
translation, and scaling in 3-D space. The method of
deriving the shape number for each detected vertex is
as follows. Consider a polygon in Fig. 3 which has a
clock wise edge sequence of (E;E; F, ;) and a ver-
tex sequence eof (N;N;y1N;y,*>*). Point I;is the in-
tersection of vector m with vector N;{1N4s.
Then, the ratio (distance from N; to I,)/(distance
from N;to N;;,) which is assigned to vertex N; of
this polygon remains constant for any positioning of
the surface in 3-D space.

For the general case, consider a polygon of n edges
with a clockwise edge sequence of (E,Ey>*E._E,).

Edge E, has a clockwise orientation of N; to N 11y

where
i+ k, ifo+Ek<n
) _ 14
¢+ k), {i-—{-k*—n’ otherwise an
and
it k< 20

Let [A B] be the distance from point 4 to point B.
Then, the shape number for vertex N, can be ex-
pressed as

[Ny L]
[N: Napoal
where I; is the intersection of vector N;N iz, With
vector m For a nonconvex polygon, the
intersection of the two vectors may be outside the
contour or may not occur at all. This means that
some Sh;s may be greater than 100 and some may not
exist. An upper limit of 100 is placed on the calcula-
tion for those shape numbers which are over 100 and
Os are assigned to those 8h;s which do not exist.

To establish vertex correspondences, we associate
a local feature and a relational feature with each ver-
tex. The local feature is its corresponding angle value
and the relational feature is its shape number. In or-
der to perform vertex matching, we select a reliable
and matched polygon pair obtained from the surface
matching process. Each vertex of the matched poly-
gon in the input image is assigned a row index identi-
cal to its label. Similarly, each vertex of the matched
polygon in the object model is assigned a column in-
dex identical to its label. The attributes of each row
or column include the local and relational features of
its corresponding vertex. An example of this assign-
ment is shown in Fig. 4.

Sh; = X 100, 1<i<<Ca (15)

Ni.3

N'-ﬂ
Fig. 3 A surface patch.

B. Cyj for Vertex Correspondence E stablishment

For vertex correspondence establishment, Cy; can
be expressed by an equation as follows:
Coj =w, X F(I;,M) +wy, X F(I;, M)
+w,FUL,MM) +~w X FUI,MM,) (16)
where I, represents the shape number of the zth ver-
tex of a polygon in the input image, M, the shape
number of the yth vertex of the corresponding poly-
gon in the object model,/], the angle of the zth ver-
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Fig. 4. Row-column assignment for
vertex correspondence establishment.

tex in a polygon of the input image, and MM, the
angle of the yth vertex in the corresponding polygon
of the object model. The two selected polygons. one
from the image and the other from the object model,
have been matched at the previous stage. As to the
weights (wjs) on the right-hand side of (16), the
following restrictions must be satisfied, i.e. , w,=

4
wes w3 = wys and 2,51 w; = 1. In general, the
weights assigned to the relational features (w3 and
w,) are higher than those of the local features (w,
and w,).

C. Derwing the Best Vertex Correspond ences

Based on the row-column assignment mentioned in
Section IV-A, the vertex labels of a matched polygon
in the input image are arranged as the row indexes
and the vertex labels of its corresponding polygon in
the object model are arranged as the column indexes.
Because of this particular assighment, the vertex cor-
respondence problem can be analyzed in a systematic
manner.

Before we proceed, we will define some termino-
logics which wil lbe frequently used in the sequel. Let
P represent an n-sided polygon whose vertices are se-
quenced clockwise as (pop1°**ps—1)- If polygons P is
rotated clockwise by m-vertex (m <n) into a new
polygon P’, then the vertex sequence is updated from
(Pop1°** Pam1) t0 (PuP (mt1a P imt2)a """ Pam1P 0" Pz
pa—1). Let A and B be two n-sided polygons with
clockwise vertex sequences (aga;**"a,_;) and (dgby--*
b,—1). respectively. Suppose the original vertex cor-
respondences between 4 and B is, ag—>bgra;—>bys ",
a,_1—>b,_;. If polygon A is rotated clockwise by m-
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vertex distance into 4/, then a new vertex correspon-
dences between A’ and B is a, > bgs Gmie > b1
Cmt2a Dz 9@n—3>by 25051 >by—;.

The simplest way to determine the correspon-
dences between the vertices of two polygons is to fix
one of them. rotate the other in 2-D space each time
by 1-vertex C(either clockwise or counterclockwise)
and calculate the total error by accumulating the dif-
ferences between all the corresponding node pairs.
The comparison continues until the rotated polygon is
brought back to the original position. For two n-sid-
ed polygons, there are n sequential comparisons to be
performed. By using a Hopfield network, the com-
parisons can be executed concurrently and the results
shown explicitly in the network.

Given two n-sided polygons with vertex labels pre-
arranged as described before, we can construct a
Hopfield networks in the form of an » Xz neuron ma-
trix in which the row and column indexes correspond
to the vertex labels of the two polygons, respective-
ly. The two polygons will be referred to as row poly-
gon and column polygon, respectively. Let neuron(z,
j) represent a neuron at position (¢,j). Because the
vertex orders of a polygon is preserved under rotation
in 2-D space, the degree of match between a fixed
polygon and each of the n rotated instances of the
other polygon can be analyzed systematically as fol-
lows. Suppose we rotate the row polygon clockwise
k-vertex (k540) and fix the column polygon. Then,
the degree of match between the column polygon and
the rotated row polygon can be computed from the
following set of neurons:

{neuron (i,j) |where i = (j-k)mod =,

0<Ci,j<<wm, 1<r<<n} an
where
o [ gk, if j >k
G k)mod n = {j — %k +n, otherwise (1)

The degree of match between the fixed column
pdlygon and the rotated row polygon can be deter-
mined by counting the number of active neurons (af-
ter the network stabilizes) in the neuron set repre-
sented in (17). Generally,the set of ncurons in (17)
with different ¥ values can be represcnted by the u-
nion of neurons in two diagonals parallel to the main
diagonal of the matrix. Using the main diagonal as
basis, the upper-right diagonal starts from nreuron (0,
k) and ends at neuron(n—%k—1,n—1). The lower-
left diagonal starts from neuron (n—Fk,0)and ends at
neuron(n—1,k—1). When k=0, only one diagonal
starting from neuron (0,0)and ending at neuron (n—
1,n—1)exists. This happens if neither row nor col-
umn polygon is rotated. Based on this arrangement,
the degree of match between the fixed column poly-
gon and each of the n instances of the rotated row
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polygon can be determined concurrently in the net-
work.

Let q,; represent the output of the neuron at posi-
tion (z,7),where 0<(z, j<n.The best match out of
the n comparisons can be determined by the following
procedures.

Step 1. Calculate the number of active neurons
from each of the » comparisons by the following e-
quation ;

a—1 a—1

Match (k) = D7 0¢rimon,iays 0 <k <n. (19)
i=0 j=0
Step 2: Determine the best match by
Maz Match (m) = maz [Match ()], 0k <nm.
Step 3: If the best match measure Maz match (m)
is larger than a threshold §,then the original vertex
correspondenee matrix as follows:

1, ifi= (j — m)mod n

otherwise 20)
0<Ci,j<<mand 0<Cm <na.
In the first step, (19)is used to calculate the number
of active neurons in each of the n comparisons. In the
second stepsthe results derived from Step 1 are com-
pared and the one that contains the largest number of
active neurons is selected. In the third step,it is inted-
ed to generate the best vertex correspondence matrix
by removing all ambiguities. All the neurons corre-
sponding to the best match are activated by applying
(17). Those neurons irrelevant to the activated neu-
ron set are then inactivated.

a;; = 0,

D, Discussion ;

Being designed as a constraint satisfaction net-
work ,the Hopfield net may encounter problems such
as multiple active neurons in a row or column after it
is stabilized. This is because the given set of con-
straints is not adequate for singling out the optimal
solution. However ,a procedure which takes advan-
tage of the fact that the vertex ordering of a polygon
is preserved under any rotation in 2-D space is de-
signed to determine the best vertex correspondences.
This procedure is valid even if some intermediate ver-
tices are not matched due to distortion caused by
changing viewpoints.

We have mentioned that ,at the surface correspon-
dence stage,a set of object models are selected from
the model database due to higher surface matching
measures. The vertex correspondence establishment
can be considered as a fine search process. At this
stage ,we eliminate those object models unable to est-
blish any consistent vertex correspondence with the
input image. The discarded object models may include
the folliwing : 1) those which are actually the projec-
tions of different objects but were accidentally picked
up;and 2)those which are projections of the same ob-
ject but are quite different from the input image.

They were mistakenly selected due to the roughness
of the features for surface matching. Among the ob-
ject models whose vertices of the kernel region match
those of the input image,the one with the highest
surface matching score and the largest number of ver-
tex correspondences is finally selectde as the largest
number of vertex correspondcnces is finally selected
as the best matched model. Since the pose of the
viewpoint where the best matched object model is vi-
sualized is predetermined in the modeling phase, the
pose of the unknown object can be obtained by com-
puting a 2-D rotation which brings the vertices in the
input image to align with thcir corresponding vertices
in the best matehed object model.
V.CONCLUSIONS

In this paper, we use Hopfield networks to solve
both the surface and vertex correspondence problems
for 3-D object recognition. The proposed scheme can
be considered as a coarse-to-fine search process. In a
3-D object recognition system adopting multiple-view
approach;the database is usually a set of 2-D projec-
tions which are topologically different. By calculating
the surface matching score between the input image
and each object model in the model database,a set of
2-D models with higher surface matching score is se-
lected. This phase can be considered as a coarse
search process. The object models selected from the
fitst stage are then fed into the Hopfield net for es-
tablishing the vertex correspondences between the in-
put image and each of these models. This phase is the
fine search process. The object model that has the
best vertex and surface correspondences with the in-
put image is finally selected. Once an object model is
identified , we can use the model coordinate frame as
the reference frame to derive the pose of the un-
known object.

In comparison with conventional methods, there
are several advantages in using Hopfield nets for im-
age matching. Image matching can be regarded as a
process of finding homomorphisms between two rela-
tional structures and is basically an NP-complete
problem. In the worst case,its time complexity is ex-
pected to be exponential. In order to speed up the
performance, several methods adopting look-ahead or
relaxation [197], [207] schemes have been proposed.
However, in general, it takes more effort to manage
a look-ahead table or devise a relaxation algorithm. A
Hopfield network takes advantage of its massively
parallel structure to deal with matching problems in
an elegant and systematic manner and quantitatively
reflects the degree of similarity in the final states of
the neurons. The formulation of the network struc-
ture is simple and the matching process is easy to im-
plement.
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