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Abstract:

When relational data structure is used to describe 3D objects, matching problem results in the problem of relational

isomorphism or relational homomorphism. This paper presents the relational data structure describing 3D objects,

and the trimming algorithm. It uses the multi-constraints and one to one correspondence constraint of relational data

structure as the knowledge to trim the searching tree, that simplifies the problem of relational isomorphism in

matching. Then the relational matching is determinated, combined with the unit distance function. Finally, a example

is presented.

1. Introduction

Photogrammetry, combining with Pattern Recognition,
Computer Vision (CV), has been become an important
research area. The key of it is the describing method of
knowledge. How to describe object determents not only
the task and the goal of low--level approach, but also the
high--level
structure is one of important description method. In
relational structure description, 3D objects are composed

processing algorithm. Relational data

of labeling basic units(for example, edges, surfaces, eté.),
and the characters and their relation of basic units give
out the description of structure feature of objects. A
simplest relation (two-unit relation) is a graph. If the
basic units are expressed by the node of graph, the edges
of graph are used to express the relation between units.
Then, the object matching problem become the sub-
graph matching problem. Indeed, the computing perplex
of sub-graph match is by index law (exponential
function). On the other hand, the simplifies description
can not satisfy the practical needs. Tsai and Fulll
presented the conception of attributed relational graph
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which give some attributions for node and edge of graph.
The description enhances the describing ability of graph,
but it brings some problems for low-level processing.
Shapirol2] presents a method of relational description
and proposes a relational data structure, which include
differént relations and multi--unit relations. In' the
description, the problem of object matching results in the
problem of relational isomorphism or homomorphism.
As known, isomorphism is the well known constraint
satisfactory problem. Indeed, it is the consistent labeling
problem. Up to now, computing spend is still the main
problem of - matching. Haralick's method [3] is efficient,
but mathematically has to be processed. In fact, we can
use the structure constraints of object to simplify the
labeling problem.

In this paper, the authors present a relational data
structure which uses the structure constraint to describe
objects, and then present the trimming algorithms, which
use those constraints to simplify labeling problem.
Finally, a distance function of unit feature is evaluated to
realize the precision matching. In section 5, a example is
presented.
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2. Relational data structure describing 3D object

A relational data structure is a two-unit graph D=(U,T),
where: U is the basic unit set (each unit can has its
attribution), shaped as a=(p,x) (p is the label of node,
and x=(x,X....X,) is the feature vector). T=(T},T,....Tx)
is relational set. Each relation T;(i=1..... k) is a subset,
and T=(ty,t2.... .tim), where: t;cU, and l<{t,»j | <[U|,
|U| is the cardinal number of set U. The subset of Ti
may be sequential or unsequential, and can be involved
some feature vectors.
As to a simplifier object, its edges or surfaces can be
considered as units of graph, and the geometric or
structure constraints between units can be considered as
the relations. Fig 1. is an overview of observed object
and its model. Let us make a discussion about its
relational data structure. Here, the edges are throughout
as basic units, and each edges has its own attributions
(category, parameters etc.). According to the geometric
or structure constraint, the relational between units can
be defined as: connecting relation T1, parallel relation
T2, coplanar relation T3.

Ti={(u,u;....u,) | u;€U, connecting relation, n>2}

Tr={(u,u;....u,) | u;eU, parallel relation, n>2}

Ts={(u,u;....uy) | u;eU, coplanar relation, n>2}
Notice that: T;,T,,T5 are unsequential set. On the other
hand, each relations can has its attributions. For instance,
Angle, connecting method etc. All of those relation
description are not unique. Indeed, too much relation
description will benefit consistent labeling, but will bring
many problems for low-level processing. Based on above
relation description, we can conclude the relation
description as Tab 1~6 for the object as Fig 1. Where: U
is the unit set of object. T is its relation set. L is the
unit set of model, and S is the relation set of model. Thus,
relational data structure can be defined as D,=(U,T) and
Dy=(L,S) for observed object and model respectively.

1 a
3
2 4 b . c
5 6 e T
7 8 g i
9 il h
10 X
(8] (b)

Fig.1 An overview of object and model using edges as units of graph

Notice that: because of the occluding, the edge k in
object is lost.

3. Trimming algorithm

Consistent labeling problem can be expressed as a four--
unit group (U,L,T,R), where: U is the unit set of
observed object, U=(uy,u,....u,); L is the unit label set of
model, L=(l,,1,....1;) ; T is the unit constraint set, shaped
as U=(u;,uy....u,) , that is a set of N--unit group, u_U.
Usually, not all N constraint can be labeled for
(u;,uz....0,). So, we involved wunit--label constraint
relation R which tells us which 1; is reasonable labeling
for group (u,u...u,). R is composed of the structure
constraints of object and model.

Thus, we can use all methods of searching tree to consist
labeling. There has been many algorithms™ ] but they
almost put all constraints together to search. As the
result, the computing spent is unbearable. So we
developed a trimming algorithm as following.

Precision match demands that all matched units have the
same structure. So each structure constraints can be
considered as knowledge to trim searching tree. The
simplifier and efficient  algorithm is wusing unit
attributions to trim searching tree. So we can define a

unit--label table as:

H={H(,), H(u,),..... H(u,)} (H

Where: H(u;) is the set that can give labeling for unit u; .
Then, we can take further step to trim searching tree
based on all constraint relations.

3.1 Trimming algorithm using relational subset

Assume that, we have know the relation data structure of
a object expressed as D={U,T}, and the relational data
structure of model expressed as Dy={L,S}, where: U, L
are unit set and label set, respectively. T=(T;,T,....Tx),
S=(5,,8,....8x), Tjand S; expresses a kind of relation,
Thus we can define a relation subset table F as:

Ft)={ seS;| [s 2| t]} @)
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Where: t has the same or similar relational attribution as
s. Indeed, F(t) is the set which can label t labeling
relation subset. The practical meaning of expression | s
[2| t | is that some units of object may be lost, because of
occluding. So the number of label relational subset
which is labeled for units can be even more.

Define w(u) to express the set of unit relational subset
that include unit u, that is :

o)={ teT;| teU} 3)
Then:
H;(u)= A (US) O]
teo(u) seF(®)

Where: Hj(u) is the set of that can give u label according
to constraint j. Obviously, we hope that the relational
sub-isomorphism searched can meet all K relations. So
the unit-label table H finally should be:

k
m Hj(u)
=1

Hu)= ueU j=1..k 5)

3.2 The trimming algorithm using one to one
correspondence

Assume that UL are unit set and label set, respectively,
and we have j units (u),u,...u;) < U, and that H(u)
cL’cL, and | L’ | =J. It means that those j labels can be
labeled for the J units, and other units can not be labeled
by those labels.

As to the subset (U, Ly, ), Where: U, c U, [Uj=n, L,cL,
| Ly |=m. for every u,cU, and H(u) c L, , we can get the
conclusion as: )

1. if m<n, then the relational sub--isomorphism is
not exist. It means that a label can not label for more
than two units, and the one to one correspondence is not
exist.

2. if m>n, do not trimming.
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3. if m=n, the trimming algorithm can be defined as:

m Huw)={ 1e Hw) | leL, if uigU,} ©
and
m B={n; Hw) } i=1,2M Q)
Where: w;c U.

The trimming algorithm is iterative to execute for H,
until the following equation is valid.

m *'H=n, *H ®

Usually, we begin the trimming -processing from the
subset which has the least units.

For the same principle, as to the relational sub-
isomorphism, the correspondence of relational subset is
also the one to one correspondence. So the n; trimming
algorithm can also be applied for the trimming of

relation subset tables.

3.3 Trimming algorithm using the correspondence
between relational subset and unit-label table

In the procedure of making unit-label table, relational
subset and unit-label table are acting each other. The
correspondence between the relational subset and the
unit-label table can help us to trim unit-label table.
Assume that: We have got a unit-label table H;(u) based
on the constraint relation Tj, and subset (U,L,) is
existing, where: U, cU,Ln < L. It means that the n
labels should be labeled to the n units, and other units
can not be labeled to those labels. The correspondence
also exists between other unit-label table Hj(u)and
relational subset T;.

If unit-relation subset t; and label--relation subset s;; are
exited to the constraint relation T;, define QQ(u) expressed
unit-relation subset including unit u,, u € U, and define
(1) expressed label relational subset including I,,1 e L, ,
Then define trimming algorithm n, as:

International Archives of Photogrammetry and Remote Sensing. Vol. XXXI, Part B3. Vienna 1996



2 Hiwy={ lef) | 1 ¢ £(1), if u eQ(u)} 9)

In practice, we always begin to execute n, algorithm for
constituting and trimming unite--label table Hj(u) and
relational subset T; from the subset which has the least
cardinal number in the unit--label table H;, and iterate it
until the following equation is valid.

2 *"H=n, 'H (10)

It should be point out that the correspondence relation
also exits the correspondence between
attribution and unit-label tabie.

relational

4. Relational match

In practice, the existence of relation isomorphism usually
do not means precision match. So we involved relation
distance function to evaluate the precision match.

After above trimming approach, the deformation

between two graphs (for object and model ) mainly

expresses as the deformation of units displacement. If we
have two unit a=(s,x) and b=(t,y), where : s,t are unit
labels, and x,y are the unit feature vectors shaped as
(X1,X2...Xm), (V1,¥2....¥m) Tespectively. Thus relational
distance function can be defined as:

Ds=3 g,(x, - )’ (n

Where: g; is weight.

Especially, if s=t, then Ds=(s=s)=0.
Thus,
determined .

when Ds=min, the precision matching is

5. Example

As to the object and model as Fig.1, the Table 1~6 are

the relational data structure. based on formula (2), the
relational subset tables Fy, F,, F3 can be expressed as
table 7~9 by using the constraints (T, T,,T3). Moreover,
table 10~12 are the F; (i=1,2,3), after executing the
trimming approach v, . Then according to the formula
(3)(4), we can get every unit-label tables (H;,H,,H;) as
table 13~15, based on relational constraints. Following
formula (5), intersecting result of unit relational tables is
the unit-label table expressed as Table 16. Continually
executing the trimming algorithm of n,, we can get a
new result as Table 17. Finally, we obtained the unit-
label table expressed as Tab 18. after executing distance
function (8).
Above results express that, after executing m trimming,
Table 17 has almost been a fully trimmed searching tree.
precision match by means of distance function is easy. At
the same time, the computing spent will obviously reduce.
Fig. 2 is another example, and Fig. 2 (a) and (b) are the
object and model, respectively. Here, we use surfaces as
units, the relations between units can be defined as:
adjacency and insect-surface relation T, parallel relation
T, adjacency and insect--point relation Ts.

T ={(u,u;...u,) Iu;eU, adjacency relation with
common surface, n>3}

To={(u;,us....u,) l u;eU, parallel relation, n>2}
T3={(u1,u2<...un)|u;eU, adjacency relation with

common point, n>3}
' 9 :8
AR . .
i ] I
13 ic
) h )
5 7 e /g
Vahhiis: SEREE Vi Gttt
o O
(a) (b]

Fig. 2 An overview of object and model using surfaces as units

For the similar reason, every units has its own
attributions. Base on above relation description, we can
get relational description as Tab.(19)~(22) (For the
reason of simplification, we only make a discussion of
relation matching using the relation description T, and
T,). The unit-label table H, is expressed as Tab.(23),
following formula (3) and (4). At the same time, H, is
involved to trim the unit-label table H, . Tab.(24) is the
result of H, which is trimmed by m, algorithm.
Continually executing the m, algorithm, finally we can

445

International Archives of Photogrammetry and Remote Sensing. Vol. XXXI, Part B3. Vienna 1996



get the trimmed tree as Tab.(25). Tab.(26) is the result of
matching, after executing distance function.

6. Conclusion

Form above theory analysis and examples, we can see
that the description based on relational data structure
makes the relational description very feasibility and
precision. The trimming approach that the paper
presented by using relational subset, one to one
correspondence and one to one correspondence between
relational subsets and unit-label table can efficiently
simplify the procedure of consistency labeling. Finally
the distance function make it possible to realize precision
match.

It should be noticed that, as to more complex recognition
for more complex object, if selecting even more unit
attributions and relational constraints, we also can get
well simplified results, On the other hand, the idea of the
paper is popular, and it also can be used for the

recognition task using curved surfaces as units, if the
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relational data structure is structed by means of the
proper structure constraints. The trimming algorithm
and distance function in the paper are also available.
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Tab.1 Connecting relaton T, Tab.2 Connecting relaton S, Tab.3 Parallel relation T,

th; unit Si; Label to; Label
i 3,4,6,8 S11 C,d,f,i 153} 2,3,8,9,10
12 2,4,5 Si2 b,d,e,k tyn 1,4,7
ti3 5,7,10 Si3 e,g,i {23 5,6
t14 6,7,9 Si4 f,g,h
tis 1,2 S1s a,b,
tis 1,3 Sis a.c
Tab.4 parallel relation S, Tab.5 Coplanar relation T; Tab.6 Coplanar relation
S;
Soi Unit t3; Unit S3; Unit
21 b,C,i,j,h,k i3 1,2,3,4,8 $31 a,b,c,d,i,k
Sy ad,g 135 4,5,6,7  S3p defg
S23 e,f 33 3,6,8,9 S33 C,f,h,i
t34 2,5,10 S34 b,e,j,k
tss 7,9,10 S35 g,h,j
Tab.7 F1 Tab.8 F2 Tab.9 F3
ti Fy(ti) t; Fo(t) ty_ [sn
t1 |Si,S12 to 521 ' ' 3 532,833,834
t12  1811,512,813,814 | 27) S$21 822 t33 832,833,534
ti3  [811,812,813,514 tr $21, 822, 823 g 532,533,534, S35
G4 1811,812,513,514 {35 532,533,534, S35
G5 1511,812,813,814,515,516
tis_ [S11,512,513,514,815,816

Tab.10  m,F, Tab.ll 1, F, Tab.12  nlF,
b Fi(t) o Fa(tz) t3 Fs(t3)
by ]s1i,S10 6 S21 t3) $3)

ti2  1811,812,813,814 tn S22 {30 532,533,834

t13  1811,812,813,514 s $23 {33 832,533,534

L4 ]811,512,513,514 {34 $32,533,534, S35
Lis  [S15,816 t3s 32,833,534, S35
L |S15.816

Tab.13 Hi Tab.14 H2 Tab.15 H3
Unit Label Unit Label Unit Label

1 |ab,c 1 adg 1 jab,cd,ik

2 |be 2 b,c.i,j,hk 2 lab,c,dik

3 |be 3 b,c,i,j,h k 3 lab,cdik

4 |bcdefk.i 4 ad.g 4 lab,cd,ik

5 |bcdefghijk 5 ef 5 |bedefghijk
6 |b,c,defk,i 6 ef 6 |bcdefghijk
7 |becdefghijk 7 a,d.g 7 |bedef.ghijk
8 Ibcdefki 8 b,c,i,j,hk 8 labecdik

9 |becdefghijk 9 b,c,i,j,hk 9 |bcdefghijk
10 [b,cdefghijk 10 b.c.i,j,hk 10 |b,c,d.ef.gh,ijk

447

International Archives of Photogrammetry and Remote Sensing. Vol. XXXI, Part B3. Vienna 1996



H

Tab.16
Unit ~ Label
1 a
2 b,c
3 b,c
4 d
5 e,f
6 ef
7 dg
8 b,c,i,k
9 b,c,i,j,hk
10 b.c.i,j,hk

Tab.17 n-H
Unit Label

1 a

2 b,c

3 b,c

4 d

5 ef

6 ef

7 g

8 ik

9 i.h

10 i.h

Tab.19 Adjacency with common surface T1

Tab.18 DS
Unit Label
1 a
2 b
3 C
4 d
5 €
6 f
7 g
8 i
9 h
10 j

Tab.20 Adjacency with common surface S1

t; Unit co-surface Si; Unit co-surface
4 1,2,3,8,9 1 S11 a,b,c,h,i a
s 1,2,3,4,9 2 Si2 ab,cd,i b
115 1,3.4,5,7,8 3 S13 ab.c.de.gh c
ti4 2,3,4,7,9 4 S14 b,C,d,g,i d
ts 3,5,6,7,8 5 Sis c.efgh €
tis 5,6,7,8 6 S16 e,f,g,h f
t1 3,4,5,6,7,9 7 S cdef.gi g
tig 1,3,5,6,8,9 8 Sig a,c.efh,i h
tio 1,2,4,7.8,9 9 Si9 a,b,d,g,h,i i
- Tab. 21 parallel relation T, Tab.22 parallel relation S, Tab. 23 H,
b Unit $2 Unit Unit Label
t 14,5 S21 a,de 1 ab,de
t 3,6,9 S0 cfi 2 a,b,d.e
th 2,78 S3 b,gh 3 c
4 ab.de
5 ab,de
6 f
7 gh,i
8 g.hi
9 gh,i
Tab.24 n,H Tab.25 mn.H Tab.26 DS
Unit Label Unit Label Unit Label
1 ab,de 1 a,d 1 a
2 abde 2 b 2 b
3 c 3 c 3 c
4 a,b,de 4 a,d 4 d
5 ab,de 5 e 5 e
6 f 6 f 6 f
7 gh 7 gh 7 g
8 gh 8 gh 8 h
9 i 9 i 9 i
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