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ABSTRACT

Phase correlation is one of the robustest methods for estimating planar translations: it is a global approach because it
operates in the frequency domain using the whole image information and not just a selected subset of the image as the
feature-based methods do. The good characteristics of phase correlation for estimating planar translations were found to
be a strong motivation for its extension to the estimation of planar rotations. An original algorithm for estimating planar
rotations inspired by phase correlation is presented in this work. Practical experimentation on real imagery confirm the
expected robustness of the method. Furthermore, a natural extension of the proposed algorithm will be also presented
for 3D shapes motion estimation. Free-form 3-D surfaces registration is a fundamental problem in 3-D imaging, tipi-
cally approached by extensions or variations of the ICP algorithm [2,10]. In this paper an alternative procedure for 3-D
motion estimation wiil be suggested, based on the Fourier transform of the 3-D intensity function, implicitly described
by the registered time-sequences of range data. As the proposed method is very suitable for 2D and 3D modeling of
cultural heritages, some examples and results of its application to Madonna of  Donatello, located in the Basilica of  St.
Anthony in Padua, will be also presented.

1. ESTIMATION OF PLANAR ROTATIONS BY MEANS OF PHASE CORRELATION

Phase correlation has been developed in order to estimate planar translations between images pairs and has been shown
to be one of the most robust methods for estimating planar translations [3,5]. This method relies upon the following
concept: let g1(x), x∈R2, be an image and g2(x) = gl(x-t), t∈R2, be a translated version of g1(x). Denote as Gi(k) =
F[gi(x)| k], k = [kx, ky]r, the 2-D cartesian Fourier transform of gi(x), i = 1, 2; then
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one can estimate translational vector t as the coordinates of the peak of impulsive signal q(x). This work extends this
idea to the case of planar rotations; in this case let f1(x) and f2(x), x∈R2, respectively denote an image and its version
rotated by an angle ϕ, i.e., in cartesian coordinates
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where
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and SO(2) is the group of 2 x 2 special orthogonal matrices. Some examples of images pairs f1(x) and f2(x) are shown in
Fig. 1. (“Madonna con bambino” of Donatello, St Anthony Basilic in Padua).

Fig. 1.a) Image f1(x); b) , c), d) images f2(x) , versions of f1(x) rotated respectively by ϕ=1° , ϕ=20°, ϕ=40°.

Equation (4) can be conveniently rewritten in polar coordinates
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as
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where
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Let Fi(k) = F[fi(x) | k] be the 2-D cartesian Fourier transform of fi (x), i = 1, 2; denote polar coordinates in frequency
domain as
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and define the magnitudes of Fi(k) in this reference system as

ϑρϑρϑρ sinkkkkFkkM ii ,cos(),( =          (10)
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It can be easily proved [8] that functions Mi(kρ, kθ) are related as images fi(x), i.e.,

),(),( 12 ϕϑρϑρ −= kkMkkM          (11)

However there is a difference between relationships (7) and (11) concerning the periodicity of the functions: functions
fi(ρ,θ) have 2π as periodicity whereas functions Mi(kρ, kθ) have π as periodicity, owing to the hermitian syrnmetry of the
Fourier transform.

Let mi(kρ, α), i = 1, 2, be two auxiliary functions, along a generic circumference of radius kρ, defined as
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Notice that functions mi(kρ, α) are the partial angular Fourier transforms of Mi(kρ, kθ) , i.e. mi(kρ, α) = F[Mi( . , kθ) | α].
From the translational theorem of the Fouriei transform we obtain
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In order to be independent from the specific circumference , one can build two further auxiliary functions
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where R is a fixed radius.

Fig. 2. Angular phase correlation q(a,ϕ) relative to functions pairs a)-b) and a)-c) of Fig.1. ;the true rotational angles
and their estimates are respectively (from left to right): ϕ =1° and ϕ' =1° , ϕ =20° and ϕ' =20° .

Functions µi(α) are reciprocally related similarly to functions mi(kρ, α) In fact
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Rotational angle ϕ (in the exponent of equation (15)) can be computed from normalized product
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Indeed inverse Fourier transform of Q(a) gives
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which, for reference convenience, is called angular phase correlation. The above mentioned hermitian symmetry of the
Fourier transform makes possible estimating angle ϕ only within [-π/2, π/2]. A simple way to extend the estimate
beyond this limit is to backrotate the second image by ϕ and ϕ+π and to subsequently use translational phase correlation
in order to disambiguate the correct back rotation [7].

2 AN ANGULAR PHASE CORRELATION ALGORITHM

An algorithm for estimating rotational displacement ϕ can be structured as follows:

i) compute magnitudes Mi(kx, ky), i = 1, 2, of the Fourier transforms in cartesian coordinates of the two

images fi(x);

ii) interpolate magnitudes Mi(kx, ky) on a polar grid in order to ob tain Mi(kρ, kθ);

iii) compute mi(kρ, α) by means of equation (12);

iv) evaluate functions µi(α) and normalized product Q(α);

v) compute angular phase correlation q(α,ϕ);

vi) estimate rotational angle ϕ as the location of the highest peak in q(α,ϕ).

In practice image noise and border effects will not lead to a perfectly impulsive function q(α,ϕ). However extensive
experimentation has shown that angular phase correlation functions q(α,ϕ) exhibit a distinctive peak in correspondence
of the true rotational angle ϕ. Fig.2 shows functions q(α,ϕ) relative to the images of Fig.l: the estimates are very
accurate. This kind of performance is typical of the proposed algorithm.

3 THE 3D CASE

As for the estimate of planar rotations, the angular phase correlation technique can be profitable used also for the
estimate of the 3D motion of free-form surfaces. This procedure is based on the Fourier transform of the 3-D intensity
function, implicitly described by the registered time-sequences of range data. With respect to memory occupancy, the
use of a time-sequence of a 3-D intensity function represents a considerable data reduction with respect to a pair of
time-sequences of 2-D functions.
Let l1(x), x∈R3, be a 3-D object data and let l2(x) be a rigidly rotated version of l1(x) (these data can be obtained from
registered range and intensity data captured at different times). An example of l1(x) and l2(x) is depicted in Fig. 3.
It can be shown that l1(x) and l2(x) relate as:
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where R∈SO(3) , t∈R3, and SO(3) is the group of the 3x3 special orthogonal matrices. According to (18) l2(x) is first
translated by the vector t and then rotated by the matrix R. Denote as
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with  k=[kx, ky, kz]
T the 3-D Fourier transform of li(x), i= 1,2; it is straightforward to prove that, similarly to 2D case,

the two transforms are related as

RtKj T

eRLL π21
12 )()( −−= kk            (20)

From (20) one sees that the translation t affetcs only phases and not magnitudes. Magnitudes are related as

)()( 1
12 kk −= RLL          (21)

and (21) can be used in order to determine R. Therefore in the frequency domain the estimation of R and t can be
decoupled and one can estimate first R from (21) and t from (20), according to the following two passes procedure.
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Fig. 3 shows an example of functions l1(x) and l2(x), related to Apollo’s head, located at Padua University Collection.

Fig. 3: Example of image data l1(x) and its corresponding rotated version l2(x) in 3D space.

4 ESTIMATION OF THE 3-D ROTATIONAL MATRIX R

Write the 3-D rotational matrix R as follow [6]
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ω = [ωx , ωy , ωz ]Τ ∈R3, is a unit vector determining the rota-tional axis,ω̂  is a skew-symmetric matrix obtained from
the vector ω and θ∈R is the rotational angle in radians. Define the difference function ∆(k) between tyransforms as
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It can be proved [6] that R, as rotational matrix, has eigenvalues λ1 = 1, λ2 = θje and  λ3 = θje− . Call ω the eigenvector
corresponding to λ1 = 1. The vector ω is a solution of the equation ∆(k) = 0, indeed ∆(k) = 0 if R-1k = k or equivalent
Rk = k . In other words the locus ∆(k) = 0 includes a line through ω. For objects without special symmetries (as natural
objects typically are) this property of the function ∆(k) can be exploited in order to determine the versor ω and then the
angle θ by means of the following procedure:

1) express ∆(kx,ky,kz) in spherical coordinates
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as ∆(kρ, kϕ, kθ); notice that this function can be represented only in a hemisphere because of the hermitian symmetry of
the Fourier transform;
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2) compute the radial projection of ∆(kρ, kϕ, kθ) as

∫
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∆=
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3) the angular coordinates of ω in spherical representation (see Fig. 4) can be found as

),(minarg),( , θϕθϕ
θϕ KKPKK=             (27)

since, from the inclusion of ω within the locus ∆(k) = 0, P(kϕ ,kθ) ≥ 0 with P(ϕ,θ) = 0;

4) define ω the versor of the direction (ϕ,θ).

The use of radial projection (26) simplifies the 3-D search for a line of the locus ∆(k) = 0 into the minimization of a 2-D
function which can be solved by standard numerical methods.

Fig. 4: Change of coordinate reference systems

4 ESTIMATION OF THE ROTATIONAL ANGLE ψψ

Once the rotational axis has been determined, the estimate of the rotational angle ψ can be conveniently approached in a
cartesian coordinate system with an axis along ω, as shown in Fig. 4. The determination of this coordinate system and
the representation in this system of relationship (21) between magnitudes can be obtained as follows. Define the
cartesian coordinate system
















=
















=

z

y

x

T

k

k

k

C

w

v

u

u           (28)

with
















−
−−

=
ϑϑ

ϕθϕθϕ
ϕθϕθϕ

cos0

coscos

coscoscos

sin

sinsinsin

sinsin

C           (29)

In the new cartesian reference system defeined through(28) and (29), equation (21) becomes
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Define for convenience|Li(u)| = |Li(Cu)|, i = 1,2, from which(30) can be written as
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where
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Matrix Rω(ψ) clearly shows the structure of a rotation by ψ around the ω axis as

dw(u,v,w)Lvup ii ∫
+∞

∞−

=),(         i=1,2          (33)

given the structure of Rω(ψ), it is easy to prove that the axial projections defined in (33) relate as
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from which ψ can be obtained resolving a 2-D rotation estimate problem. From ω and θ the rotational matrix R(ω,θ)
can be reconstructed by means of Rodrigues’ formula as

)cos1(ˆˆ),ˆ( 2ˆ ψωψωψω ψω −++== sinIeR             (35)

5 ESTIMATION OF THE 3-D TRANSLATIONAL VECTOR t

The translational vector t can be estimated as follows:

a) De-rotate the image l2(x) as

)()()( 122 txkx −== lRld          (36)

b) apply a 3-D cartesian phase correlation algorithm [9] on L1(k) and D2(k) = F[d2(x) | k] = L1(k) tj T
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c) evaluate its inverse Fourier transform

[ ] )(|)()( 1 txxkx −== − δQFq          (38)

The translational vector t can be estimated from the peak of impulsive function γ(x). The method can be efficiently
implemented by using MD FFT algorithms [9]. The registration of 3-D views is a natural application of methods for
estimating 3-D rigid rotations and translations.

CONCLUSIONS

This work presents an extension to the rotational case of the well known translational phase correlation Robustness and
accuracy of the proposed algorithm have been tested and experimental evidence of these characteristics is reported. The
proposed algorithm retains the good properties typical of the translational phase correlation. The only drawback of the
2D method is that it requires cartesian to polar coordinates conversion which is a numerically delicate and computa-
tionally intensive operation. This drawback can be bypassed by resorting to an alternative algorithm for estimating
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rotations proposed in [8]. As regards the application of proposed algorithms to the estimate of 3D shapes motion, the
available results show that  the presented method is suitable to give unsupervised estimates within 10 degree precision
of the angular parameters. It can be applied to 3-D views registration in tasks where this precision is adeguate or it can
be used in order to obtain effective starting points for standard feature-based methods, which as well-known, can give
accurate solutions once they are properly initiated. The novelty of presented procedure relies upon the fact that it is a
frequency domain approach; therefore it uses the global information of the data and not sets of features. This is
probably one of the causes of its robustness.
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