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ABSTRACT

The subject of this paper is the extraction of 3D information using an optical image and a SAR image. This aim is made difficult by the
very different appearances of the landscape and the man-made features in both images. The proposed method is based on the extraction
of SAR primitives (bright linear and point features). They are then matched to the optical image using the directional and modulus
gradient map computed on the optical image. A set of matches and associated heights is selected for each primitive. In a first step, the
digital terrain model is computed in an iterative way around the predominant height of the SAR primitives. In a second step, using the
external knowledge of a building map, the mean height of each building is computed by means of the previous DTM and the remaining
matching primitives. The results obtained on an industrial test area are evaluated.

1 INTRODUCTION

Three-dimensional reconstruction in urban areas is a very impor-
tant subject. Indeed, 3D models are very useful for many ap-
plications like urban extension monitoring, disaster (flood, earth-
quake) monitoring, mobile phone cells planning, etc. There are
now many ways to obtain digital elevation models (DEM): on
one hand, classical stereovision approaches with optical data are
already operational; on the other hand, radargrammetric or inter-
ferometric approaches with SAR (Synthetic Aperture Radar) data
are still in a research stage (Gamba et al., 2000) (Simonetto et al.,
2003) (Quartulli and Datcu, 2003) (Tison et al., 2004).

We are interested here in the use of heterogeneous sources, spe-
cially the case of optical data and SAR data. Three-dimensional
reconstruction using an optical and a SAR images is theoretically
possible, although the accurate knowledge of the sensor param-
eters is necessary. Besides, since the images of both sensors are
radiometrically and geometrically different (speckle presence and
distance sampling in SAR images, leading to geometrical distor-
tions like overlay and shadow), point matching algorithms with
correlation based methods are un-usable. In this paper we pro-
pose a new method for the extraction of 3D information dedicated
to these two sensors over semi-urban areas. Preliminary results
using the external knowledge of a building map are presented.

There have been many works dealing with the fusion of opti-
cal and SAR data. Two main approaches can be distinguished.
The pixel-based approaches, which often rely on the use of the
joint probability density functions (Schistad et al., 1994) (Lom-
bardo et al., 2003) for segmentation or classification purposes,
and the primitive-based approaches which match features of the
optical and SAR data for registration purposes (Dare and Dow-
man, 2000) or region of interest delimitation (Hellwich et al.,
2000) (Tupin and Roux, 2003).

In the context of 3D information extraction, only figural approaches
are possible. The proposed method is based on the extraction of
SAR strong backscatterers. Indeed, due to the surface smooth-
ness in urban areas (relatively to the wavelength), backscattering
phenomena strongly rely on the surface orientation compared to
the incidence direction. Therefore, specific parts of the buildings

usually appear as very bright features (linear and/or punctual),
whereas the rest of the building is more or less of the same grey
level as the background. The radiometrically high features corre-
spond to the corners between the walls of the buildings and the
ground, some parts of the roofs or of the walls; more generally,
everywhere a dihedral or trihedral configuration appears with a
specific orientation towards the sensor. These features are first
extracted in the SAR image, providing a set of salient features.
This step is presented in section 2.

These primitives are then projected on the vector gradient map
of the optical image using a range of possible heights (section
3). A set of best matches is then selected for each primitive. In
a first stage, the digital terrain model (DTM) is extracted in an
iterative way around the predominant height of the SAR primi-
tives (most of them lie on the ground since they correspond to
the wall/ground corner of the buildings). This part is described
in section 4. In a second step, using the external knowledge of a
building map, the mean height of each building is computed by
means of the previous DTM and the matched primitives (section
5). Eventually, the results obtained on a test area are evaluated
(section 6). The whole synopsis of the method is shown figure 1.

2 SAR PRIMITIVE EXTRACTION

As said in the introduction, the appearance of the objects in the
SAR image are strongly related to their geometrical properties
compared to the along track direction and the incidence angle,
and to their roughness compared to the wavelength (Hardaway
et al., 1982) (Tupin et al., 2002). Due to multiple bounce scat-
terings, many very bright features corresponding to dihedral or
trihedral configurations are present in the data (Franceschetti et
al., 2002). They correspond to wall / ground corners, balconies,
chimneys, posts, street lamps, etc. Except these features, rela-
tively few information is available on the building surfaces due to
the speckle. Indeed, since rooftop surfaces are quite smooth com-
pared to the wavelength (9cm in S band), their mean radiometry
is often rather close to the one of the ground.

The extracted primitives are thus the very bright features of the
SAR image, either punctual or linear, which correspond to dihe-
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Figure 1: Synopsis of the proposed method. Input data are the
original SAR image and optical image (knowing the sensor pa-
rameters) and a map of buildings for the DEM reconstruction
step.

dral or trihedral configurations and therefore should be visible on
the optical data as well.

2.1 Line detector

The line detector has previously been proposed in (Tupin et al.,
1998). It is based on the fusion of the results from two line detec-
tors D1 and D2, both taking the statistical properties of speckle
into account. Both detectors have a constant false-alarm rate -
CFAR detectors- (that is, the rate of false alarms is independent
of the average radiometry of the considered region, as defined in
(Touzi et al., 1988)). Line detector D1 is based on the ratio edge
detector (Touzi et al., 1988), widely used in coherent imagery as
stated before. Detector D2 uses the normalized centered corre-
lation between 2 populations of pixels. Both responses from D1
and D2 are merged in order to obtain a unique response as well as
an associated direction for each pixel. The detection results are
post-processed to provide line segment candidates.

We just recall here the line detector expressions (a detailed study
can be found in (Tupin et al., 1998)). The response of the ratio
edge detector between 2 regions
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measures homogeneity in radar imagery scenes. This expression
depends on the contrast between regions

�
and � , but also takes

into account the homogeneity of each region, thus being more
coherent than the ratio detector (which may be influenced by iso-
lated values). In the case of a homogeneous window ��� 	 � � ,# � � equals 1 as expected. As for D1, the line detector D2 is de-
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Then both responses are merged using an associative symmetrical
sum 5 �(6 �47
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A theoretical and simulation based study could be used to define
the adapted threshold depending on a false alarm and a detection
rate. In fact, due to the unknown distribution of the bright pixels
along the building / ground corner, such a study is quite difficult
in this case and the detection threshold has been empirically cho-
sen.

The set of detected linear features (i.e segments) will be denotedC�D
in the following.

2.2 Target detection

Once again a CFAR detector is used. It has first been proposed by
Lopes (Lopes et al., 1990) and is based on the ratio of the intensity
means of the target and the surrounding background. Therefore,
the moving window is subdivided into two areas, a cross shaped
area centered on the center of the window and the area resulting
of the suppression of the cross in the window.

Again, a theoretical and simulation based study could be used
to define the adapted threshold depending on a false alarm and
a detection rate. In fact, due to the unknown distribution of the
bright pixels of the buildings or man-made objects, an empirical
threshold of 2 has been used.

The set of detected punctual features will be denoted
CFE

in the
following.

3 PROJECTION AND MATCHING

3.1 Projection equations

To project points from optical to SAR data and inversely we need
some transformation functions. They are based on the computa-
tion of the 3D coordinates of the point and on the knowledge of
the sensor acquisition system parameters.

The principle of the SAR system is based on the emission of elec-
tromagnetic waves which are then backscattered by the elements
lying on the ground. For a given time G of acquisition, the imaged
points lie in the intersection of a sphere of range H 	 - G and a
cone related to the depointing of the antenna. More precisely, let
us denote by

C
the sensor position, by IJ the speed of the sensor,

and by K=L the Doppler angle which is related to the Doppler fre-
quency MNL and the speed by OBPRQ � K � 	TS=U>V�BW�XY W , the SAR equations

are then given by:
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Knowing the line
�

and column � of a pixel and making a height
hypothesis _ , the 3D coordinates of the corresponding point

Z



are recovered using the previous equations. H is given by the
column number � the resolution step

� H and the Nadir range H�� ,
by H 	 ��� � H $ H � . Thus the 3D point

Z
is the intersection

of a sphere with radius H , the Doppler cone of angle K L and a
plane with altitude _ . The coordinates are given as solutions of a
system with 3 equations and 2 unknowns (since the height must
be given).

Inversely, knowing the 3D point M allows to recover the � � � �
�

pixel image coordinates, by computing the sensor position for the
corresponding Doppler angle (which provides the line number)
and then deducing the sensor - point distance, which permits to
define the column number, since � 	����	�	
� � .

The geometrical model for optical image acquisition is completely
different and is based on the optical center. Each point of the im-
age is obtained by the intersection of the image plan and the line
joining the 3D point M and the optical center � . The collinear
equations between the image coordinates �(6	
 �47 
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3.2 Processing of the optical image

The SAR features are supposed to correspond to radiometric dis-
continuities in the optical image. Therefore an gradient operator
is applied to the optical data. The operator proposed by Deriche
(Deriche, 1987), which is a RII filter built using the formalism
of Canny (Canny, 1986) has been chosen. The two outputs of
the filter (magnitude and direction of the gradient) are used in the
following. An example is shown on figure 2.

3.3 Matching

The real position of the SAR feature M in
C D�� CFE

is searched by
projecting it on the optical image for a set of height hypotheses.
Let us denote by � � M � _

�
the set of pixels in the optical image

corresponding to the projection of M using the height hypothesis_ . For a segment, it is done by projecting both extremities on the
optical data and linking them. This is thus an approximation but
it is valid for short segments. Figure 3 illustrates the projection
of one point of the SAR image in the optical image for a set of
heights.

The tested height set
C�� 	 @ � 
 �! �" � 
$#&% A is chosen to contain

the true height of the primitive (typically in urban area, the maxi-
mal size of the buildings can be used as upper bound of the inter-
val). Figure 4 shows the variation interval of the SAR primitive.

For each tested height _ ? C �
, a score ' � M � _

�
is computed as

the average of the gradient responses. In the case of the linear
features, a constraint on the gradient direction is also introduced.
Denoting by ( � � � �

�
and ) � � � �

�
the gradient responses (magnitude

and direction) for pixel � � � �
�
, ' � M � _
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Figure 2: Part of the optical image (on the top), magnitude (left
bottom) and direction (right bottom) of the gradient.

with 5 � M � the direction of the primtive M , and:
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For a point feature, ' � M � _
�

is the gradient magnitude of the pro-
jected point.
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Figure 3: A point of the SAR image is projected in the optical
image for different heights.

For each primitive M ? C D � C E
, the three best scores ' � M � _

�
and

the associated heights _ are kept, with the condition to be higher
than a fixed threshold G4_?> . Figure 5 shows the three best matches
for a small test area. In point of fact, in the remaining of the
article the only best match will be considered.



Figure 4: Projection of the linear SAR primitives on the optical
image for a height of

� 
 �  	 ���
(in green) and

� 
 #8% 	�� 1 �
(in red) which are the bounds of

C �
for this scene.

Figure 5: Projection on the optical image of the three best
matches of linear SAR primitives.

4 GROUND ELEVATION

Most of the SAR primitives of
C D

are due to the response of
wall/ground corners to the line detector. It means that their asso-
ciated heights correspond to the ground height. Therefore a first
step is the ground estimation. In a quite restrictive approach, we
suppose that the ground is rather flat and that all the wall/ground
corners have a relatively close height. Therefore, an height his-
togram is built, filtered with a Gaussian kernel and its principal
mode _�� is computed. The height _�� is supposed to be close to
the mean height of the ground and is used to select the primitives
of

C D
which lie on the ground using a new search step around _��

with a more restrictive height interval ( _ ?/@ _ � 
 � � " _ � $ � � A �
and a lower threshold G>_�� > ( 	 G>_ > ). Figure 6 shows the match
obtained with this approach.

Figure 6: On the left the three best matches using the wholeC �
interval; on the right, the match given by the refined search

around the ground height.

The segments which have been matched with this refined ap-
proach around the supposed ground height are then put in a sub-
set

C �D and will not be considered in the following. They can be
used to build a DTM for instance using a Delaunay triangulation
using the heights of the segment extremities.

As for the primitives of � C E � C D ��
 C �D , they should not lie on the
ground. They are thus supposed to belong to internal structures
of the buildings and should give information on their elevation.

5 BUILDING RECONSTRUCTION

For this preliminary study an external knowledge is used which
is a map of the buildings present in the scene. It is used to select
the more often detected height inside the building footprint. This
is of course a very basic method to detect the building height but
the aim here is to analyze the potential of SAR / optical matching
for 3D reconstruction.

Let us remark here that no prior knowledge about the building
shape is introduced. Specially, the detection of the segments ly-
ing on the ground has been done without this map. Particularly,
it means that some segments have been falsely suppressed during
the ground elevation estimation step if by coincidence they have
been matched with an edge in the optical image with an associ-
ated height close to _ � : it is especially the case for rooftops with
a periodical structure (see Figure 5).

6 RESULT EVALUATION

The results are evaluated using an height map which has been
computed by classical stereovision using two optical images. The
ground height is well evaluated with 8.5m. The results for the
DEM reconstruction highly depend on the kind of building and
specially on the structures lying on the roof.



Figure 7: Result on a building: on the left the matched SAR prim-
itives superimposed on the optical image (in blue corresponding
to ground matches and in pink corresponding to the building); on
the right the building footprint given by the map and the matches.

For instance, for the building shown on figure 7, a mean altitude
of 20m is obtained which is the true elevation (i.e an height of
11.5m). This good result is due to the small parapet at the end
of the roof which is correctly matched with the corresponding
feature in the optical image.

This is quite difficult to give general conclusions about the poten-
tial of the method since the SAR image appearance strongly influ-
ence the result. But some general remarks can be made, both on
the intrinsic limitations of SAR / optical 3D reconstruction, and
about the method and the improvements which should be made
and are subject of further work.

Concerning the intrinsic potential of SAR / optical 3D informa-
tion:

� one of the main limitation is of course the assumption that a
strong reflector in the SAR image correspond to an edge in
the optical data; in fact, it has often been verified on our test
set, even for short edge;

� the second main limitation is the nature of the SAR data; in-
deed for many buildings with rather smooth roof, the backscat-
tered signal is uniform (although noisy); in this case there is
no 3D information.

Concerning the improvements to be made:

� some good candidates to match are the parapets ending the
roof; a problem arises from the shadow presence in the opti-
cal image since a match with higher response can be caused
by this shadow (an example is shown figure 8);

� the linear features are supposed to be horizontal (for a seg-
ment, both extremities should be at the same height); in
practice for part of the roof with a “V” shape, this constraint
can provide some problem;

� an important limitation is that only the best match of a SAR
primitive is used; furthermore, the method does not intro-
duce any contextual relationship between the primitives (this
is done in a coarse way in the estimation of the building

height by imposing to all the features to have the same height);
in practice the inverse strategy should be tested: an height
hypothesis is made for the building and the corresponding
score is computed (allowing a small tolerance around the
tested height);

� as said before, the suppression of the features corresponding
to ground/wall corners is very important (if they are badly
matched a wrong height would be given); but on the other
hand, the method proposed is too severe and many features
are suppressed due to accidental matching at the ground
level; both ground estimation and building reconstruction
should be performed simultaneously with a complementary
constraint: ground features cannot appear inside a building.

Figure 8 presents a building which perfectly illustrate these prob-
lems. The predominant height is the good one (26m correspond-
ing to the beginning of the roof) thanks to 6 well matched points
and 2 well matched linear features on the roof. But some lin-
ear features are matched against the shadow, thus giving a wrong
height. Besides, many other linear features of the roof have been
suppressed during the ground estimation because of the period-
ical structure of the roof: they have been matched by accident
with the optical image to an height within the ground interval@ _�� 
 � � " _�� $ � � A .

Figure 8: Building with a periodical structure generating some
mis-matchings

7 CONCLUSION

This article has presented a preliminary study for height informa-
tion extraction using a SAR data and an optical data. The results
are encouraging if bright features appear in the SAR image since
they often correspond to a corner also visible in the optical data.
Nevertheless, such method gives very sparse results (only a few
features are matched) and the 3D reconstruction step should be
made in the same time as the scene interpretation.
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