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ABSTRACT 
 
Solutions for the georeferencing problem of the airborne Linear Array CCD imagery employ both the existing and new 
photogrammetric algorithms. Due to their fairly new and complex geometry, the photogrammetric triangulation and calibration 
procedures for these sensors require redefinition of the existing algorithms and new software developments. A modified bundle 
adjustment model with the possibility of use of three different trajectory models and a specially defined set of calibration parameters 
have been developed at the Institute of Geodesy and Photogrammetry, ETH Zurich and implemented in our in-house software, called 
TLS-LAB (Three-Line-Scanner Linear Array Bundle). A number of statistical procedures for gross error detection, determinability 
and significance analysis of unknown parameters, and accuracy assessment, in terms of theoretical and empirical accuracy, are 
connected to the adjustment model and implemented in the TLS software. 
The main focus of this paper is the orientation and calibration of aerial Linear Array CCD sensors. We have tested our methods and 
algorithms using the imagery of a number of aerial Linear Array CCD sensors, in particular Three-Line-Scanners, for over 6 years. 
Several testfield datasets, which were acquired using the ADS40 sensor of the Leica Geosystems, Heerbrugg, and two out of four 
different engineering models of the STARIMAGER sensor, developed by former Starlabo Corp., Tokyo, have been processed within 
this framework. The results obtained from a selection of these testfield datasets are summarized in this paper. Several aspects related 
to the block geometry, data quality, and used algorithms are considered for evaluation. 
 
 

1  INTRODUCTION 

The introduction of digital line sensors into the field of aerial 
photogrammetry has provided a challenging research area for 
photogrammetrists due to its fairly new sensor geometry and 
wide-range of spectral data availability. Cameras based on 
Linear Array CCD sensors like the Wide Angle Airborne 
Camera WAAC (Boerner et al., 1997), the High Resolution 
Stereo Camera HRSC (Wewel et al., 1999), the Digital 
Photogrammetric Assembly DPA (Haala et al., 1998) were the 
first digital systems being used for airborne applications. The 
first commercial line scanner Airborne Digital Sensor ADS40 
was developed by LH Systems jointly with DLR (Reulke et al., 
2000, Sandau et al., 2000). In the year 2000, Starlabo 
Corporation, Tokyo designed the airborne Three-Line-Scanner 
(TLS) system, jointly with the Institute of Industrial Science, 
University of Tokyo (Murai and Matsumoto, 2000). The system 
was lately called STARIMAGER. 
A modified bundle adjustment algorithm has been developed by 
Gruen and Zhang (2003) for triangulation of the TLS imagery. 
Three different types of trajectory models have been addressed 
in this study: (a) Direct georeferencing model with stochastic 
exterior orientations (DGR), (b) Piecewise Polynomials with 
kinematic model up to second order and stochastic first and 
second order constraints (PPM) and (c) Lagrange Polynomials 
with variable orientation fixes (LIM). These models are used for 
the improvement of the exterior orientation parameters, which 
are measured by the in-flight GPS and the INS systems. A 
number of ground control points are needed for this approach in 
order to achieve high accuracies.  
Later on, the self-calibration capability was added to the sensor 
model using 18 additional parameters (APs) to model the 
systematic errors of the camera (Kocaman, 2003, and Kocaman 
et al., 2006). The APs can be categorized as (a) lens-based 

parameters (such as camera constant, radial symmetric lens 
distortion, etc.) and (b) CCD-line based parameters (such as 
CCD line inclination, displacement of the CCD line centres 
from the principal point, etc.). Thus, our self-calibration model 
is flexible and can be extended for applications to other types of 
aerial and satellite sensors having multiple lenses and different 
numbers of Linear Array CCDs. As an example, two of our 
trajectory models and the self-calibration model are modified 
for another project currently running at our Group, the 
orientation and calibration of the PRISM sensor, onboard of the 
Japanese ALOS satellite (www.photogrammetry.ethz.ch). 
The main aim of this paper is to provide an overview of our 
experiences with the triangulation and self-calibration of the 
aerial Linear Array CCD sensors. The following aspects related 
to the block geometry, data quality, and used algorithms are 
considered for evaluation: 

- Flight configurations (flying height, strip distribution, 
overlap) 

- GCP distribution (number, homogeneity) and measurement 
quality (both in image and object space) 

- Quality of the given data obtained from external 
measurement devices, mainly the GPS and INS data 

- Handling of stochastical model elements in the adjustment 
- Trajectory model (the DGR, the LIM, and the PPM when 

available) with different options (i.e. number of orientation 
fixes or trajectory segments) 

- Effect of additional parameters on the theoretical and 
empirical accuracy results and statistical analysis of 
parameter determinability  

The image datasets of the ADS40 and the STARIMAGER 
sensors acquired over several testfields are used in our tests. 
The methods of triangulation, self-calibration, and accuracy 
assessment are briefly explained in section 2. The descriptions 



of the sensors and test datasets are provided in section 3, and the 
results are analyzed respectively. 
 

2 METHODOLOGY 

Our methods of triangulation of Linear Array CCD sensors can 
employ three different trajectory models. Self-calibration 
capability is added to each trajectory model, with a set of 
statistical analysis tools. 
 
2.1 Trajectory Models 

Three different trajectory models are developed in the TLS-
LAB software. Here we give an overview. For details we refer 
to Gruen and Zhang (2003).  
The DGR is the simplest of the all three models. The image 
trajectory is modeled as a whole. 9 systematic error (3 
positional shifts, 3 attitude shifts and 3 attitude drifts) 
parameters are estimated per trajectory. Observation equations 
used in the DGR model are: 

vc=Axoff + Bsxs + Bdxd + Cxg  – lc ; Pc 

voff= xoff                          – loff ; Poff 

vs=               xs                         – ls ; Ps 

vd=                           xd            – ld ; Pd 

vg=                                     xg  – lg ; Pg 

The first equation of this system is the linearized observation 
equation of the collinearity condition. xoff is the unknown 
positional offset vector; xs and xd are the unknown INS shift and 
drift terms respectively; xg is the ground coordinates vector; A, 
Bs, Bd and C are the corresponding design matrices; v, l and P 
are the respective residual and discrepancy vectors and weight 
matrices. 
With the LIM, the exterior orientation parameters are 
determined in the so-called orientation fixes, which are 
introduced at certain time intervals. Between the orientation 
fixes, the exterior orientation parameters of an arbitrary scan 
line are interpolated using the Lagrange polynomials. This 
method has been developed by Ebner et al. (1992) for the 
orientation of MOMS images, and modified by Gruen and 
Zhang (2003) according to the TLS sensor model with the 
provision of auxiliary position/attitude data generated by the 
GPS/INS system. The observation equations used for bundle 
adjustment with the LIM model are: 

vc=Axoff + Bxs + Cxg  – lc ;  Pc 

voff= xoff                      – loff ;  Poff 

vs=               xs             – ls ;  Ps 

vg=                          xg  – lg ;  Pg 

The first equation of this system is again the linearized 
observation equation of the collinearity condition, but now 
related to the LIM concept. xoff is the unknown positional offset 
vector; xs is the unknown INS shift term; xg is the ground 
coordinates vector; A, B and C are the corresponding design 
matrices; v, l and P are the respective residual and discrepancy 
vectors and weight matrices. 
The PPM has been often used to model the satellite platform 
trajectory with respect to time (Lee et al. 2000). In this model, 
the values of the exterior orientation parameters are written as 
polynomial functions of time. The bundle adjustment 
determines the polynomial coefficients instead of the exterior 
orientation parameters themselves. Due to the instability of the 
high-order polynomial models, the PPM is used in piecewise 
polynomial fashion, in which the full complex trajectory is 

divided into sections, with each section having its own set of 
low-order polynomials. Continuity constraints on the orientation 
parameters at the section boundaries ensure that the calculated 
positions and attitudes are continuous across the boundaries. 
The PPM is preferred more often in the satellite image 
orientation, since there the trajectories are smoother in 
comparison to the aerial Linear Array CCD applications. The 
PPM has been tested by Gruen and Zhang (2003) only in the 
GSI area, Japan. It has not been used in the later tests of the 
TLS sensors. The overall estimation model of the PPM is: 

vc=Axdis + Bxs + Cxg  – lc ;  Pc 

vA1=A1xdis              – lA1;  PA1 

vA2=A2xdis                – lA2;  PA2 

vB1=         B1xs         – lB1;  PB1 

vB2=         B2xs          – lB2;  PB2 

vg  =                         xg – lg ;  Pg 

where the first equation of this system is the linearized 
observation equation of the collinearity condition and the 
following four equations are derived from the two kind of 
constraints; xdis contains the unknown translational displacement 
correction terms (ΔX, ΔY, ΔZ) for all spline sections; xs is the 
unknown attitude translational error vector (Δω, Δϕ, Δκ) for all 
spline sections; xg is the ground coordinate vector; A, A1, A2, B, 
B1, B2, and C are the corresponding design matrices; v, l and P 
are the respective residual and discrepancy vectors and weight 
matrices. Through this consequent weighting scheme much 
flexibility is obtained with respect to the modeling of different 
trajectory conditions. 
 
2.2 Self-calibration model 

The physical structure of the TLS camera is considered in the 
self-calibration model. A total of 18 additional parameters 
(APs) have been identified, implemented, and tested. The AP 
set consists of lens-related and CCD line-based parameters. The 
lens-related parameters are: 

- Δc: Systematic error in the focal length of the camera lens. 
- Lens Distortion Parameters: Radial symmetric lens 

distortion (k1, k2, k3) and decentering distortion (p1, p2) 
models of Brown (1971). 

The Linear Array CCD related parameters are: 
- Δxpb, Δxpn, Δxpf: Displacements of the line centers of the 

three Linear Array CCDs from the principle point (PP)  of 
the camera lens, defined in the flight direction. 

- Δypb, Δypn, Δypf: Displacements of the line centers of the 
three Linear Array CCDs from the principle point (PP)  of 
the camera lens, defined across the flight direction. 

- syb, syn, syf: Each line is subject to one scale factor, 
providing for the possibility of affine deformations of the 
individual images.  

- Δθb ,Δθn, Δθf: The Δθ parameters represent the systematic 
errors of the inclination angle between each CCD line and 
the (y) axis of the camera coordinate system. 

The functional model of self-calibration is described in 
Kocaman et al. (2006). 
The self-calibration algorithm presented here aims to determine 
the optimal set of APs for the optimal estimation of the object 
space coordinates of the measured image points. The adjustment 
procedure starts with the full parameter set and eliminates 
undeterminable parameters automatically in an iterative 
approach. The APs are introduced as free unknowns into the 
system. The major problem for parameter elimination is the 
finding of robust criteria for rejection of undeterminable 



parameters. A stepwise parameter elimination algorithm 
proposed by Gruen (1985) is used here. The algorithm includes: 

- Determinability check by analyzing the diagonal elements 
of the factorized normal matrix during Cholesky 
decomposition 

- Analysis of the negative effect of each AP on the object 
space coordinates of the points by using the trace check 
algorithm of the covariance matrix 

- Correlation analysis between the APs and the exterior 
orientation (EO) parameters, and also between the APs and 
the points’ object space coordinates (an additional 
parameter having a correlation coefficient > 0.9 with the 
EO parameters or object space coordinates is deleted from 
the system) 

- Statistical significance tests under Student’s t distribution 
(tα = 0.05) for the individual analysis of the APs; and use 
of Fisher distribution (Fα = 0.05) for the analysis of sub-
sets of APs. Four groups of APs, which consist of (Δxpb, 
Δxpn, Δxpf), (Δypb, Δypn, Δypf), (syb, syn, syf), (Δθb ,Δθn, Δθf), 
are tested with the F-distribution due to strong correlations 
between the parameters of the same group. 

 
2.3 Accuracy Assessment Parameters 

The internal and external accuracies of bundle adjustment are 
assessed using different parameters. The internal accuracy is 
expressed in terms of theoretical accuracy (precision) 
parameters. The covariance matrix is defined as a measure of 
precision of the solution x̂  in the bundle block adjustment 
(Gruen, 1982). The a posteriori sigma naught value and the 
elements of the covariance matrix Qxx are used to compute the 
individual standard deviations of the object points. The a 
posteriori sigma naught is computed using: 
 )ˆ()ˆ(1ˆ 2
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where l is the observations vector, M is the coefficients matrix, 
x̂  is the solution vector of the unknown parameters, P is the 
weight coefficient matrix, and r is the adjustment redundancy. 
The standard deviations of the object point coordinates are: 
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where 
ii XXq , 

iiYYq , 
iiZZq , are diagonal elements of the 

covariance matrix Qxx.  
The mean standard deviations of the adjusted ground point 
coordinates are used as theoretical accuracy parameters and 
computed via the law of error propagation: 
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with nX, nY, nZ … number of point coordinates used for the 
computation, and 

iXσ̂ , 
iYσ̂ , 

iZσ̂  … average standard 

deviations of the X,Y,Z coordinates obtained from the 
covariance matrix. These parameters are computed and 
evaluated separately for control, check and tie points.  
The absolute (external) accuracy is evaluated by using reference 
data. The differences between the given and estimated 
coordinates of check points (CP) are calculated to obtain the 
residuals as: 
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where iX̂ , iŶ iẐ  are the estimated ground coordinates of a CP i, 

and r
iX , r

iY r
iZ  are the reference coordinates. The RMSE 

values are computed from the residuals of CPs via: 
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with nX, nY, nZ  … number of CP coordinates. 
 
The theoretical and the empirical accuracies of the X and Y axes 
are combined and represented as one parameter set, called 
planimetric parameters. The formulations of the average 
planimetric standard deviation and the RMSE are as follows: 
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3 TEST RESULTS AND ANALYSIS 

3.1 STARIMAGER Tests 

The STARIMAGER system was developed by Starlabo Corp., 
Japan jointly with the Institute of Industrial Science, University 
of Tokyo. Four engineering models, namely SI-100, SI-250, SI-
290, and SI-290N, with varying numbers of CCD lines and 
numbers of pixels in each, have been presented by Starlabo 
Corporation. Here we present the results of our methods applied 
to the imagery of the SI-100 and the SI-290 systems. The main 
parameters of the sensors are given in Table 1. 
 
Table 1. Main parameters of the SI-100 and SI-290 sensors 
Sensor/parameter SI-100 SI-290 
Focal length 60 mm 93 mm 
Number of pixels per array 10 200 14 400 
Pixel size 7 μm 5 μm 
Number of CCD arrays 3×PAN 10 (3 directions with 

RGB and NIR) 
Stereo view angle 21/42° * 15°, 23°, 38°, etc. 
* forward-nadir/forward-backward stereo view angle 
 
3.1.1 GSI, Japan Tests 
 
The GSI test area is covered by a strip of 650 × 2500 m2. The 
images were acquired using the SI-100 sensor with a footprint 
of about 5.6 cm. 48 GCPs have been collected with GPS and 
measured in the images. The dataset was processed using the 
three trajectory models and the results were published in Gruen 
and Zhang (2003). 
With different numbers and distributions of control points and 
tie points, 4.9-6.3 cm and 8.6-9.4 cm absolute accuracy in 
planimetry and height was achieved using the DGR model. 
Using the PPM or the LIM, with different numbers of segments 
or orientation fixes, respectively, 2.6-6.0 cm and 4.9-11.7 cm 
absolute accuracy in planimetry and height was attained. The 
LIM results were slightly better than the PPM results in these 
tests. Expressed in pixel size, the achieved ground point 
determination accuracy was 0.5-1.2 pixel in planimetry and 0.7-
2.1 pixel in height. However, the given data does not represent 
the accuracy limit of the system, because both the image 
measurements and the accuracy of the GCPs did not present the 
state-of-the-art. 
Later on, self-calibration has been applied to the dataset. 
However, the accuracy results did not improve significantly, 
probably due to high noise level in the dataset. 



3.1.2 Yoriichio, Japan Tests 
 
Two different image datasets acquired over the Yoriichio 
testfield with the SI-100 and SI-290 sensors were tested with 
the DGR and the LIM. Self-calibration was applied only to the 
SI-100 dataset. The main parameters of the datasets are given in 
Table 2. 
 
Table 2. Main parameters of the two Yoriichio datasets 
Dataset/parameter SI-100 dataset SI-290 dataset 
Number of image strips 3 4 
Flight height 600 m 1800 m 
Ground sample distance 7 cm 10 cm 
Total number of GCPs 61 39 
Number of tie points 182 550 

 
In the SI-290 tests, the DGR model and the LIM were used to 
investigate the geometrical characteristics of the SI-290 
imagery. The four strips, with two parallel and two cross-strips, 
were used to design several test scenarios. Each scenario was 
tested with different numbers and distributions of control points 
to analyze the effect of the number of control points on the final 
point determination accuracy. LIM was used with gradually 
increasing number of orientation fixes to analyze their effect on 
the adjustment (Kocaman, 2005). One of the main problems of 
the dataset was the bad GCP image quality due to the poor 
signalization on the ground. For a better accuracy testing, well-
signalized and well-distributed control points are crucial. These 
tests showed that the quality of the given trajectory data has a 
major effect on the accuracy results. The trajectory data used in 
these tests contained large systematic errors and probably a high 
noise level. To possibly correct these errors, the trajectory 
modeling of LIM is very important. In addition, with an 
efficient block configuration it is possible to reduce the number 
of control points which is necessary to reach certain accuracy 
level. In the LIM case, the sigma and RMSE values of the single 
strip tests performed with 6 GCPs are similar to the those of 4-
strips tests performed with 3 GCPs. Single strip tests have 
shown that a single strip has poorer geometry and a high 
number of control points is necessary for the system stability 
and trajectory modeling. With a small number of control points 
(<=6), it is better to use the DGR model or the LIM with a small 
number of orientation fixes. The best results of this dataset were 
obtained from the 4-strips tests (full image block) with the LIM 
using 45 orientation fixes and 20 GCPs. The RMSE values are 
12.6 cm (= 1.3 pixel) and 21.5 cm (= 2.2 pixels) in planimetry 
and in height, respectively. 
 
In the SI-100 tests of Yoriichio, different numbers of GCPs and  
orientation fixes were used with and without self-calibration. 
The DGR model requires less control points and the accuracy 
remained the same with more control points. The self-
calibration with the DGR model improved the sigma naught and 
the standard deviations only. In comparison to the DGR model, 
the use of a higher number of control points is necessary with 
the LIM. However, contrary to the DGR results, using more 
control points improves the accuracy significantly. When self-
calibration is applied, the RMSE values and the standard 
deviations improved in all LIM tests. The best accuracy results 
in the Yoriichio testfield data were obtained with the LIM with 
30 orientation fixes and with self-calibration, and using 30 
GCPs. The sigma naught results in one pixel for this test 
configuration. The RMSE results of this test are 7 cm (= 1 
pixel) and 16 cm (= 2.3 pixels) in planimetry and in height, 
respectively. 

3.2 ADS40 Tests 

Two different ADS40 sensors were used to acquire images over 
two different testfields. The test flight over the Vaihingen/Enz 
testfield was performed in summer 2004, as a joint project of 
Leica Geosystems and IFP Stuttgart with two different flying 
heights. In addition to the standard ADS40 system installation, 
additional GPS/inertial units were installed during the flight.  
The dataset was evaluated by three different groups within the 
framework of the EuroSDR Digital Camera Calibration project. 
The triangulation results of all participants are published in 
Cramer (2007).  
The test flights over the Pavia testfield was performed by the 
CGR Company, Italy, in a joint project with the Geomatics 
Laboratory of the University of Pavia. For the detailed results of 
these tests, please see Kocaman et al. (2007) and Casella et al. 
(2007). The main parameters of the two ADS40 sensors are 
given in Table 3. 
 
Table 3. Main parameters of the ADS40 sensors owned by  
Leica Geosystems and  CGR, Italy 
Sensor/parameter Leica Geosystems CGR, Italy 
Focal length 62.7 mm 
Number of pixels/array 12 000 
Pixel size 6.5 μm 
Number of CCD arrays 10 (6×PAN, 

1×RGB, 1×NIR) 
10 (4×PAN, 
2×Red, 2×Green, 
1×Blue, 1×NIR) 

Stereo view angle B/F= 42°   B/N= 14°  F/N= 28° * 
*B: backward, F: forward, N: nadir CCD arrays 
 
3.2.1 Vaihingen/Enz, Germany Tests 
 
The Vaihingen/Enz test site was established by the Institute for 
Photogrammetry (IFP), University of Stuttgart. The ADS40 of 
Leica Geosystems, Heerbrugg, was used to acquire images from 
two different flying heights. The data acquired in the 1500 m 
flight was used in our tests. The average GSD is equal to 15.6 
cm. The staggered array technology was used to improve the 
ground resolution of the images. The GCPs and tie points were 
measured on the three panchromatic images (forward, nadir, 
backward) at the IFP, Stuttgart and provided to our group. The 
test dataset included a total of 6 image strips and 201 ground 
control points.  
First, a forward intersection was applied to assess the direct 
georeferencing accuracy. The RMSE values are under one pixel 
in X (12 cm) and Y (13 cm) directions, and slightly more than 
one pixel in height (18 cm). This indicates already the 
exceptional good accuracy of the measured orientation 
elements. 
When the bundle adjustment with the DGR model is applied, 
there is a certain improvement in the RMSE values especially in 
Y and Z directions even without using control points (Kocaman 
et al., 2006). In this case, the trajectory elements were 
introduced as weighted unknowns. The apriori standard 
deviations for trajectory parameters were assumed to be equal to 
the above mentioned RMSE (X,Y,Z) values obtained from the 
forward intersection process. With the use of the DGR model 
with 4 control points, the accuracy improved to 4.2 cm, 5.3 cm, 
and 6.4 cm in X, Y, and Z respectively. The same level of 
accuracy was obtained in case of 9 and 12 control points. When 
self-calibration was applied, the DGR model accuracy results 
improved significantly in planimetry. The theoretical sigma 
values and the 0σ̂  obtained from the covariance matrix 
improved with the self-calibration as well. For this dataset, the 
DGR results are in general slightly better than the LIM results. 



In this dataset, very accurate trajectory data was provided by the 
GPS/IMU system. The triangulation accuracy results with the 
DGR and the LIM models were about at the same level. 
However, the use of self-calibration improves the accuracy in 
terms of RMSE values in planimetry, the standard deviations of 
the estimated object space coordinates, and the sigma naught. 
According to the trace check algorithm, the additional 
parameters do not disturb the system’s reliability. 
 
3.2.2 Pavia, Italy Tests 
 
The Pavia test site has been established by the Geomatics 
Laboratory, University of Pavia. A number of signalized and 
natural GCPs have been added to the site. Three different 
ADS40 test flights over the Pavia testfield have been performed 
in 2004 in a joint project with the CGR Company, Italy. 7 
ADS40 strips were taken at three different flight altitudes (2000 
m, 4000 m, and 6000 m). The staggered-array functionality was 
switched off and only one line was acquired for the backward 
and forward views. The triangulation and calibration approaches 
of the TLS-LAB and the Orima software of Leica were 
compared by our group and the University of Pavia group. The 
detailed results of the 2000 m and 4000 m image blocks are 
published by Casella et al. (2007) and Kocaman et al. (2007). 
Figure 1 shows the strip outlines of both flight datasets. The 
inner rectangles denote the actual processing area for 
triangulation. The average ground resolutions are ~20 cm and 
~39 cm for the low and high flight altitudes, respectively.  
 

 
Figure 1. Structures of the 2000 m (red) and 4000 m (blue) 

blocks of Pavia datasets and the distributions of GCPs 
 

Signalized GCPs with a size of 60 cm were used in this study. 
They were measured with a high-accuracy GPS. The red points 
in Figure 1 were used as control points in the tests of the 5 GCP 
configuration. For the 12 GCP configuration, the green points 
and the four red points in the corners were used. The black 
points were used as independent check points in all tests. 
The image coordinate measurements of the control points were 
manually performed at the University of Pavia and provided to 
the ETH Zurich group. 46 and 50 signalized control points were 
measured on the images of the 2000 m and 4000 m flights, 
respectively. Tie points were extracted and measured 
automatically. Gross error detection procedures were performed 
by both Groups.  
Table 4 shows the forward intersection results of the 2000 m 
and 4000 m flight datasets. Both datasets show systematic 
errors, as can be seen from the mean of the residuals. The 2000 
m dataset provides a good level of accuracy, 0.5 pixels in 
planimetry and 3 pixels in height, even without the use of 
GCPs. The direct georeferencing results of the 4000 m block are 
worse, with 1.2 pixels in planimetry and 4.6 pixels in height. 
 
Table 4. ETH Zurich results of direct georeferencing. 

Block/parameter 2000 m  4000 m  
Component X (m) Y (m) Z (m) X (m) Y (m) Z (m) 
RMSE 0.12 0.10 0.65 0.32 0.57 1.79
Mean  0.01 -0.01 -0.57 -0.14 0.34 -1.78
Sigma 0.10 0.10 0.22 0.15 0.18 0.39

The 2000 m flight dataset was tested using the DGR model and 
the LIM, with the 5 and 12 GCP configurations and both with 
and without self-calibration. The LIM was tested with 4 and 18 
orientation fixes. The 0σ̂ values of all tests ranged between 
0.38-0.48 pixels. The test results without self-calibration 
showed large systematic errors, which however were corrected 
by self-calibration. The RMSE values for both models without 
self-calibration were between 1.0-1.3 pixels for planimetry, and 
0.4-1.0 pixels for height. With self-calibration, the RMSE 
values were in the range of 0.2-0.5 pixels for planimetry and 
0.25-0.6 pixels for height. The best results were obtained with 
the DGR model and self-calibration. When the DGR was 
compared with the LIM-18, the DGR produced more stable 
results. This implies that the given trajectory values were 
accurate and even a less complex model is sufficient for 
modeling the trajectory errors. The 12 GCP cases resulted in 
better RMSE values in comparison to the 5 GCP cases. 
 
Regarding the 4000 m flight dataset, the DGR and the LIM 
were tested with the same GCP configurations (5 and 12), both 
with and without self-calibration. The LIM was tested with 4 
and 15 orientation fixes. The 0σ̂  values of all tests ranged 
between 0.44-0.52 pixels. The test results without self-
calibration showed large systematic errors, which were 
corrected by self-calibration. The RMSE values obtained from 
the tests without self-calibration were between 0.8-1.0 pixels for 
planimetry, and 1.9-2.4 pixels for height. Without self-
calibration, the LIM performed better in height than the DGR. 
Also, the use of 12 GCPs improved only the RMSE height 
values slightly. The self-calibration improved all RMSE values. 
They are in the range of 0.18-0.24 pixels for planimetry and 
0.31-0.38 pixels for height. The DGR and the LIM results with 
self-calibration are very similar in planimetry, while in height 
the DGR is slightly better. The results of the 5 and 12 GCP 
cases are very similar in all self-calibration tests.  
 

4 CONCLUSIONS 

We have evaluated the imagery of two different airborne TLS 
sensors, the STARIMAGER and the ADS40, in terms of 
geometrical accuracy. Our methods of triangulation and self-
calibration include three different trajectory models and 18 
additional parameters, which have been defined according to the 
physical structure of the TLS sensors. 
The results from three different STARIMAGER datasets, 
acquired over two different testfields in Japan, proved the 
importance of trajectory modeling in case of poor trajectory 
accuracy. When the given trajectory has large systematic errors 
and high-noise level, the final triangulation accuracy is affected 
and the achieved accuracy does not represent the potential of the 
system. The poor image and trajectory quality in all 
STARIMAGER datasets obstructed the efficient use of self-
calibration. The results with self-calibration improved only in 
one dataset, the Yoriichio with SI-100, and by using a high 
number of GCPs with the LIM. 
The stochastical model of the adjustment has a significant effect 
on the adjustment results, due to very high correlations between 
the exterior orientation unknowns. Therefore, an accurate 
trajectory provides a more robust solution by the possibility to 
use of large stochastical constraints on the unknowns. However, 
more investigations are still necessary on the stochastical model 
elements. 
The images acquired with two different ADS40 sensors were 
tested in two different testfields. The Vaihingen/Enz block has 
outstanding trajectory accuracy, especially in height. The 
dataset could not be tested for different strip configurations due 



to data access limitations. The RMSE values achieved with 4, 9, 
and 12 GCPs did not show significant differences. The use of 
self-calibration improved the RMSEs only in planimetry. 
Without consideration of the improvement of the GSD with the 
use of staggered array technology, the best RMSE values 
obtained in this dataset are 0.21 and 0.37 pixels in planimetry 
and in height, respectively. These results were obtained with the 
DGR and with self-calibration. The modeling of the trajectory 
with LIM is not necessary in this case. 
In the Pavia ADS40 tests, our results are comparable to the 
University of Pavia results when self-calibration is used. For the 
2000 m block, the best results were obtained using the DGR 
model with self-calibration and with 12 GCPs. In this case, the 
RMSE values are 4 cm and 5 cm (0.2 and 0.25 pixels) in 
planimetry and height, respectively. For the 4000 m block, 
using the DGR with 5 GCPs and with self-calibration, the 
RMSE values resulted in 8 cm and 12 cm (0.2 and 0.3 pixels) in 
planimetry and height, respectively. The use of self-calibration 
improved the accuracy in all cases. We should also note that the 
staggered array technology was switched of in the Pavia test 
flights. 
Overall, the ADS40 tests show that; 
- The APs are in general determinable under the given 

estimation model parameters. The trace check algorithm does 
not reflect high disturbances on the object point coordinates 
caused by the APs. Our algorithm of parameter removal is 
working efficiently. 

- An accurate image and trajectory dataset can reach the 
geometric accuracy potential even with few well-defined and 
signalized GCPs. 

All in all, there are still not enough appropriate datasets 
available worldwide in order to make conclusions of general 
value. The issue of aerial Linear Array camera accuracy 
performance still needs further empirical investigations, also in 
order to validate the different camera, trajectory and additional 
parameter models, and their performance under varying 
conditions. 
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