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1. INTRODUCTION

In the systems of remote sensing investigator
often meets with problems of preliminary signal
processing.Having read signal from receiving matrix
it is necessary to realize its transformation to
form admissible for digital computer. Latter
operates with high dimension matrix of datas using
algorithms which depend on concrete task. Sometimes
that sequence of actions is inconvenient. Time,

requested for computer, and registering processes
velocity may come  into contradiction. Besides,
distribution of operations between analog and

digital units is far from symmetry. And problem of
transference of processing center for whole system
to analog unit arises.

It has become possible to come to this
conclusion after investigations connected with
analysis of pictures through atmosphere. Discussed
in /1/, acpustooptical device required preliminary
analog signal processing directly at the optical
matrix of photodetectors. Furthemore in perspective
it is necessary to organize parallel fupctioning of
2ll elements . That is why direction of
investigations was  concentrated to biological
objects such as retina.lt was determined that real
neural system may be envisage as a model of complex
technical system +for effective transformation of
information.

Human brain consists of a great number of unique
elements -~ newrons. Huch time has been spent
investigating  structure, interconnections and
operations of them.It can be said that now we have
several lines of development those systems which are
often called neuwon networks. Although the term
"neuron” may be taken as undefined it must be
restricted to avoid ambiquities. In this paper when
we speak of "network" we should he refferring to
collections of physical elements. Their interconnec-
tions provide all system with new functions. The

network,
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soliton, spectrum,

nature of these interconnections may be different.

It iz a poor idea to imitate the behaviowr of
neurons. It’s more productive to use some principals
inherent to neuwrons. Among them flexibility, access
to a large amount of data and of course, opportunity
to operate with digital and especially analog signal
that most investigators find possible to neglect.

Almost all applications of neuron networks in
optical systems are based on ability to recognize
standart image, perform some mathematical operati-
ons. Whole neuron system is devided into several
layers. They have interconnections which may be
called vertical, i.e. between different layers ( see
Fig.la).In most situations each element of network
realizes addition and substraction. More complex
operations are performed by network as a whole. Thus
a role of interconnections comes to a simple
transportation of datas.

Imagine anocther situation when each newron in
the layer is connected with the neighbour one. Buch
structure may be called as network with horizontal
or parallel interconnections in layer {(see Fig.1ib).
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b) Nonlinear networks
Figure 1 Types of networks

Graph of all interconnections defines its topology.
Idea of symmetry plaies here an extraordinary role.



Nevertheless it is important first to examine line
network where each element has only two intercon-
nections. Layer should be desintegrated into several
pieces or sets of neurons which c©an operate
independently.

Functions of connections between npeurons in
linear parallel networks are significantly more rich
than in vertical ones.The main goal of this paper is
to show real possibility of application such neuron
networks for 2D optical signal treatment.

2.1 Functioning in general

Examination of human eye promises not only
clarification in idea of its layer structure but as
well enables to mark out several cells between
layers which bind certain other neurons into a
network whole. These specific cells are called
horizontal.They fulfil actions similar to ones of
springs between metal spheres.Each element of retina
recieves optical signals and if horizontal
interconnections are linear, then all information
will guickly be lost.Consequently, cells between
neurons should be considered as non linear elements.

The impetus for the investigations was a theory
of nonlinear lattices in accordance with which
whole network can be represented as a set of
oscillating elements.Specifical feature of this
structure is definition of external optical field,
influencing on network as potential, correspondig to
Toda or Korteveg-de-Vries equations at initial
moment. The profound theory of those systems one can
find in /2/, /3/.1t is necessary to recall that in
the finite dimensional case the problem consists in
finding nxn matrices R and A, known as a Lax pair,
such, that equations of motion are eguivalent to
the matrix eguation

'%E""" [RQA]
where [..] ~ Lie brackets.
That this equation implies the eigenvalues of the
matrix R are conserved in time.It defines descrete
spectrum for corresponding well known Schrodinger
eguation. Hence each new optical image has own

collection of spectral components.Single component
in its turn defines non linear stable wave- soliton.

Solitons move along network with different
velpcities. Their complete characteristics are
amplitudes, location at network.Most interesting

parameter is phase shift between two solitons which
appears after their collisions.

2.2 Information processes in networks

From this starting point we will
possibilities of networks with non linear
interconnections to analize information, containing
in the optical images.Imagine a linear lattice of
photodetectors with exponential links.The simplest
example of this links one can find in /4/.Determine
a moment of time when all detectors recieve
simultaneously signals.Then influence of them ceases
and picture of moving solitons begin to form. I+
network is infinite, then there are descrete and
continuous spectrums.Continuous component is analog
of spectrum for linear network. Thus for every
neuronlike element its outpute is a solution of
Toda’s equation
dy oy eldnes _ 2.(’,8'“’
dte
where v is a normalized value of charge at the n-th
output (/5/).Define set {yl,y2,.c3yNy.e ym? at
moment t=0 as an initial conditions.lLet’s #find all
spectral components when quantity of neuwrons is

try to show

great enough to reproduce optical signal with
expecting acciracy. Values and locations of solitons
determine two Jost solutions @ (x), ¢ (x) which can

be found in accordance with«°°
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These eqguations deséFTLe process  of wave

propagation trough potential
Kixgx?) = y{x")sinlk{-x*}1]

In the theory of light scattering this function is
sometimes called transition function. Thus, solving
scattering problem for a wave, which propagates to
(exp{-ikx)) it is necessary te investigate influence
of Kixyx?) on @ x).K{,x*) is defined by optical
image forming at the detector plane.We can achieve a
result, using Monte-Karlo method. Assume, that wave
propagates through plane parallel nonhomogeneous
media. The scattering properties are defined by
Kix,x”). Then express ¢ (x) as

(2) @ k) = Z 'gf;("%()

where hg(x,k) = 1 and
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This sum consists of components which can be
calied components of i - order of scattering. This
property enables to classify all optical images from
the viewpoint of their discrete spectrum. Amplitudes
of each component of sum are different, but decrease
when i has tend to increase.If we substitute sum (2}
with finite series with imax=n then it is necessary
to choose n, specific for esach signal.To achieve the
purpose of classification and analize extent of
correspondence  between spectrum of signals and
collection of their discrete components numerical
experiment was made.As in the scattering theory we
can express K{x,x”) in the form ,
Sq g(eosB) exp- Lz =) O(=)
S(xe) 2w le-x'l?
wheretg;,Cf - scattering and full cross sections,T-
optical length and g(cos 8) denotes the first
component (Fil) of general transformation matrix by
Van de Hulst (/&/). & scattering angle. We discuss
only situation when k = ivl and

4 Kix,x*) =
(%) s

Kixsx™) = -gl—\&(ml) %K(’ﬂ"?ﬁ)

For linear network we consider only 9 = 0,1t should
be noted that solution of eq.i can be found by two
ways.First supposes change (5 (%) in accordance with
y(x), and the second change of g(cos © ).Sometimes
it is more convenient to define g(cos &) in every
point of network than ¢ .Function Y (x) can be
found using well known weight method (/7/);averaging

& % =-‘€§)%[q(u-m]

where xn is determined by Monte—Karle chain.

For this numerical experiment g(cos ©) was cal-
culated. It has been done for characterization of
real optical field with collection of parameters
which enables to obtain suitable illustrative
material and supplementary information for building
2 D network. To achieve this goal, the diffraction
task for spherical particles was solved. Glcos )

18




was calculated for homogeneus sphere and also for
two and tree concentric spheres with different
complex indeces. Fig.2 illustrates some results.
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Figure 2. Function, characterizing "scattering”
properties of neurons
Utilization of different spheres enables to
establish group of parameters  which suffered
influence of external signal. This parametrization
is very useful for building of two dimensional
network. The number of them may be chosen basing on
model of sphere (number of its layers and indices).

Function Y (x) in itself is of no importance but
analizing , .

Py -wg =0
we can obtain all discrete spectrum components

corresponding to y(x). W (%) is obtained by similar
steps (only direction of wave is opposite).Accuracy
of this method depends on a number of tests with
random trajectory of photons.

Numerical experiment has demonstrated that those
signals which have more narrow Fourier spectrum have
as well more poor spectrum of descrete components.It
was suggested constancy of amplitude during
comparison. In other words the more number of
components in the sum the more width of Fourier
spectrum for optical signal.Thus analysis shows one-
to-one correspondence between amplitude spectrum of
signal and its descrete one.

It should be note that for producing ordinal
Fourier transform it is neecessary to carry out
several mathematical operations, as a rule using
analog to digit transform. Details of this theory
are well known.

It fulfils program realization of signal proces-
ing. And descrete—analog network carries out
apparatus spectral transform.

2.3 Bignal spectrum

Before formulation of principles for networks
with nonlinear interconnections it is necessary to
make theoretical discussion of experimentally recei-
ved results.It is convenient to consider rectangular
distribution of illuminance  at the detector
plane.The method of finding of discrete spectrum for
different signals one can find in /8/.Let’s define
arbitrary distribution as a limit of sets of
rectangulars when there widths are small enough
(see Fig.3).

Then koefficients a(k) and b{(k) are

atk, ) =% “"‘a[(u 3) g, ,mi(-g Jmg +
(6) (i §) "3""-& t("—*i)’w]

¢ ’L"'S;Jf‘_z—f—é-n-‘l— L*'S;\/i'l'

19

INNMNINNNNNNNRNNMSNINMNNNNNNNNNNNNNNNNBNN

Figure 3.Discrete representation of initial
conditions at the detector plane
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where g‘ ke +y. and we have as well recurrent
expression
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This recurrence enables to obtain general formula
for a{k) and estimate influence of high freguency

part of spectrum on discrete components of spectrum.
General form of a(k) is obtained from (6) and

(7). That is
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In other words the left part defines

components of following type

h-l +
where Ay, .~ 1ncrement of Yu-o
If the %irst derivative of y with respect to x
is small within space of existence of illuminance at
the detector plane or in other words the real object
has not bright points or lines, then

4 —0
ré=+

n—[

-ite

Solution of (B) deflnes only Al and Bl.Those objects
are equivalent to light source with the rectangular
boundaries of brightness at the detector plane. But
it*s not means that middle and high part of spectrum
have not any correspondence with discrete components
of nonlinear spectrum. Weak change of illuminance
defines collection of solitons with low amplitudes
and small velocities. Using theory of amplitude
spectral analysis to pick out some part of spectrum
it is necessary to build optical system with great
accuracy. With the aid of neuron networks this task
can be solved significantly easyer without analog to
digit transform.



2.4 Determination of spectral components

lLet*s discuss methods of obtaining information
about optical picture making use of neuron networks.
Envisage some neuron network with nonlinear
interconnections. Assume that optical signal
influences on each neuronlike element. Besides,
magnitude of electrical signal in network is enough
that nonlinearity would be able to reveal itself.
Suppose that only part of all guantity of elements
are lighted up.This group located at the begining of
network.Another part of neurons have no influence of
light and connected with lighted section only
electrically.Such example one can find in /9/.There
non linearity is realized using capacity. After
exposition a set of solitins forms along the network
and besides of this there appears a component of
continuous spectrum. After a while solitons, moving

along the network, reach to its darked part.fnd
continuous component forms as linear interaction
between newons.Hence it distributes along whole

line, decreasing own amplitude.Consequently we can
suggest that main part of information contains in
solitons which move with different velocities.Center
of soliton is at

~-c(—1&)t

where = ch%t
Its VFIDCI%Y is equal to C{- Q }.More strong soliton
moves quicker than weak one.

With the aid of neuron system it is possible to
devide weak solitons which correspond to high
frequency spectrum part from strong ones  which
characterize low frequency components of spectrum.
All discussed solitons have different velocities.
Hence at the darked end of network strong pulses
appear garlier. One can offer method  of
soliton characteristics determination.Most important
are amplitude and width.But they have one-to-one
correspondence.

Let’s find derivative of signal with respect to
time for two neibouring neurons and compare moments
when y = 0. This procedure enables to get time
interval between apparence of solitons at first and
second neurons.Geometrical distance one can choose
taking into account information about brightness of
source and its extent.Thus at darked end of network
all solitons are identified sequently.

Becouse we envisage situation when process has
become  settled, it is possible to realize
identification by control soliton which moves to
meet information ones.It can be recieved from other
networks as well.During collision of two solitons
they acquare phase shifts which depend on components
of discrete spectrum corresponding to them.
Furthemore, these phase shifts may be stated as

following relation
to) SL:"E%‘ Vlf—g:l L=y 503(

Introduce additional function
F = arctan (‘\&“/%M)

After collision due to phase shifts function F
suffers jump, characterizing by big value of time
derivative.Counting up all those jumps along network
and knowing in advance amplitude of control soliton,
set of discrete components are determined without
fails.

Besides, signal measurement in a single network
the same operation is possible using information,
containing in  several networks. Imagine  two
identical networks, for example, two neighbour ones.

b
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at every of them is
two pairs of neurons at

First, light distribution
identical too. Let wus fix
each network with the same number. And choose those
pairs at a short distance. Begin to calculate
function F using signals from every pair for this
operation. If illuminances are identical as supposed
above, then we will obtain as a result F = 45 in
every moment. The same signal will be observed at
the next output, connected with the next pair.
Examination of pair with another number, different
from those, shows that there are not change of
initial picture. This result shows as  well
coincidence of signals at both networks.

Imagine situation when at the second network
initial picture has small differences from first
one. Then , as we have seen above, discrete spectrum
will suffer changes too. Several solitons will
increase or decrease their amplitudes and
accordingly their velocities. That pair of neurons
which number is the least, will acquire
insignificant change. The more number of next pair
i different from initial one, the more function F
acquires change. It can be explained by different
coordinates of two corresponding solitons in  some
moment. It is advisable to introduce such parameter
as length of identity. It can be defined taking into
consideratiun permissible level of difference F from
45 % .

One and the same 2 D network can have different
discrete spectrum structure depending on topology of
all subnetworks. Calculation of function F will
enable to produce optimal topology. Choose minimum
of equivalent length as a criterion of identity. In
that situation discrete spectrum is most rich. Let

us place several pairs of neurons for measurement of
F at 2 D photodetector plane. And envisage several
standart topologies to choose optimal type. This
task was solved for 12x12 matrix with the aid of
digital computer. It was examined following
types of possible networks @ horizontal lines,
vertical lines, rectangulars and spirals. For

different light distribution optimal topology should
be determined.

Algorithm, represented above, evidently is
suboptimal one, because we examined only standart
types of networks. More complex task is to form
network by changing this network through several
steps, leading criterion to minimum.

Several values, corresponding to discrete
spectrum, characterize received optical signal, its
parameters.Comparison with the standart image will
enable to estimate difference in their spectrums.If
it is necessary one can rehabilitate ipitial image
making use the method of inverse scattering
transform (/10/).

2.5 Signal distortion

Special question of influence of different
distortions of initial image on discrete spectrum
components should be discussed. Assume that light
distribution at the detector plane suffered a small
increment § y{x). Then after substitution of it into
Schredinger equation and making some transformations
we get

1w . =,_K___ 53(3« ‘V % ol

g_a.

Hence increments of discrete spectrum component
depend on type of optical signal, i.e. how many
elements there are in the series corresponding to
this signal. Coefficients Yk are time independent.

In pther situations it is possible to correct
initial signal with the aid of spectral correction.




This task may be solved with the aid of inverse
scattering method.

If there are many neurons in the nonlinear
network then coontinuous component of spectrum
plaies more important role.It can be characterized
by scattering koefficient R({ ).But this koefficient
can be found from the initial light distribution at
the detector plane, because this distribution is
Fourier transform of R{ Yo Then it is necessary to

use Helfand-Levitan eguation.
2.6 Losses in the networks
Basic philosophy adopted in our discussion is

absence of attenuation in network.Within some time
period this statement is correct.But the length of

network is  proportional of losses.As it is
determined in /117, spectral components suffer
changes with the time + ,

[ ydt

({&) n =vl(0)£-x,p(~%) 4 f

It means that amplitude amd velocity of soliton
reduce with cource of time.This effect may be used
while adjusting losses at zome sections of network.

Discrete components of
to attenuation too.

spectrum suffer changes due

3. MODEL OF NEURGH

Examine laboratory prototype of neuron.Each of
them has receiving element.For this it is possible
to choose capacity of photodetector.It has constant

component CO and nonlinear one. Then all eguivalent
scheme can be represented as long line where
inductor is an element of connection and neuwron is

nonlinear itseldf

{(see Fig.4).

b
Figure 4. Electrical model of neuronlike
network
Az one can see main element their is nonlinear
capacity.This system with the aid of differential

amplifiers produces nonlinear capacity through
logarithmic and exponential transforms.The impedance
of system consisting of amplifiers has capacity
character.Inductance may be formed by convertors.
Extent of nonlinearity was choosen in two types:

Uy |
U,

Corresponding circuits are represented at Fig.5 a,b.
One can show, that for circuit, represented at Fig.5

C=Co In(i+ C=cortet ¥oy™
Ueo

C=Co (1+A)
where A is realized as function of U
In the case a)
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p=-tebn (0 5

and in case b}

Ra
a=(U) Re

Potential U0 shifts constant charges in capacitors
and enables to regulate the extent of nonlinearity.
Electrical network consisting of such neuronlike
elements was simulated using CAD system DIBPS
(for micro VAX type computer) to obtain real non-
linear waves.

When signal is small and U0 is close to zero,
network functionates as a linear one.The second type
of nonlinearity leads to different but important
results, There are more strong losses. Initial
conditions were defined as potentials at all knots.
This procedure is eguivalent to carrying in  non-
linear capacities of initial charges in addition to
constant charges.Boundary conditions were choosen as
fixed at the ends of line.

First type of nonlinearities produces as well
continuous component but less than in second type.
Simulation has shown that if nonlinearity declines

from logarithmic form, contribution of discrete
spectrum becomes less. I¥ newron is perfect and
network consists of finite guantity of newons then

this network has only discrete components.
Level of ipnitial potential U0 is important
parameter of network.There are worked out method of

regulating this wvalue making use information from
anpther networks.
This idea may be realized with the aid of two

neighbour networks.First should be network discussed
above and second is one with elemente which are
connected by linear links. This system will average
out charge (Q0) at  all elements. Charge 80
determines potential UO. Furthemore let us place
near every nonlinear network, network for production
@01 and connect all them together. We obtain

n
w =1 Z Qot
h L= 4

where n — number of neurons.

Then whole system acquire property
integral influence of receiving matrisx,
which produce almost homogeneous light
at the detector plane constant level of U0 will
transform optical field to high part of spectrum. If
there are bright points at the receiving matrix,
then they will be transformed to strong solitons.
This method enables to pick out bright points.
However, if there are many of those points, then
efficiency of average charge method for all network
decreaszes. In  that situation it is necessary o
devide linear networks into several groups. And
every of them will have own average charge. It would
enable to pick out isolated bright points and even
lines (envisaging network as a wholel.

Third method consists in accidental connections
of different groups of linear networks. But this
case supposes analysis of picture using several
sequences. Consequently it may find application only
when change of external illuminance happens slowly.

to estimate
For pictures
distribution

It should be stressed that charge 80 changes
initial conditions.
If boundary conditions are cyclic then solitons

move round the cycle and after some period of time
initial picture restores. These experiments have
shown that theoretical suggestions were close to
characteristics of real network.

4. EXPERIMENTAL INVESTIGATIONS

Experimental investigations had for an object




Figure 5. Models of neurons




gualitatively to show  opportunity of signal
processing with the aid of neuron networks using non
linear interconnections.Because of it technical
realization of elements and their interaction was

rather different from one discussed above.It was
made so for more convenience to set initial
conditions and to obtain results.

Network, based on long line, was assembled

making use of analog computer. Nonlinearities there
were huild up using internal units inherent to these
computers.Thus simulations were carried out with 12
elements in network.It is convenient te form
necessary initial charges at all knots.A schematic
diagram of experimental system is shown in Fig.é.
Output of each neuron has been taken from
corresponding knot.Received sygnals moved to acousto
~pptical cell which had 6 parallel channels through
frequency transformers.Bystem of transformers could
form 36 different channels (6 at one acousto-optical
element).Each channel has own attenuator.In that way
it was possible to regulate weights of outputs.
Collection of moving plates had functional
transparency along its lengh.All optical elements
provide necessary characteristics of light beams at
all points.Group of photodetectors registered
signals which then were transformed to digital code.
This experimental system enabled to realize discrete

spectral filtration.As an initial image was chosen
a rectangular with distorced plane top
{(simmetrically with respect to plane top).Moving
different functionally transparent plates, and
treating signals at outputs, were obtained two
different results.First signal is undistorted

rectangul ar with suppressed oscilations of plane top
and second one is high 4reguency component with
suppressed initial rectangular.

Time control enabled to Fix time of back
calculation but it was considered only as first
approvimation and the finish result was fixed, using
gualitative determination of expected signal.Real
network and signal processing system may be formed
on the base of VLS8I structures, which will provide
opportunities of operating with complicated images
using many neuronlike elements.

5. NETWORKS OF HIGH DIMENSION

Previous discussion was concerned only linear
networks.Nevertheless networks of more than first
dimension can be devided into two classes. First is
n-Dimensional network formed by only nonlinear
interconnections. There are mathematical literature
where 2D solitons are investigated.They are called
lumps.Lumps are solitons of Kadomtsev-Petviashvili
equation.It is a problem to find a suitable model of
this mathematical object.5pectral theory of 2D
networks with non linear interconnections is not
enough clear to build on the base of it system for
signal processing.Howsver principle of scattering in
that theory can be used.

Stream of information through neuron oscilations
interacts with the set of centers scattering part of
this information and producing two components of

signal spectrum.Representation of 2D signals as a
series and classification of them has the same
application as for linear networks.It should be

stressed that task of scattering acquires thus a new
character.Using idea of absence of continuous
spectrum component one can obtain instead of real

image system of moving lumps.One can suppose that
parameters of lumps have as well one-to-one
correspondence with the Fourier spectrum of initial
image. Then nonlinear spectral filtration would
enable to pick out necessary elements from

real image.lf dimension of network is more than two,
then it is difficalt to find fruitful concept of
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interaction of neurons. Toda (/12/) has represented
several matrices corresponding to differential
equations of more high order than Korteveg-de-Vries
one. Exact technical realization of these mathemati-
cal objects is impossible, but may be approximation
would enable to build new interesting network.

The second type of 2 D network can be built
organizing links between several ordinal networks.
This problem is closely depends on the set of neuron
parameters, introduced while describing scattering
process. Fig.2 gives picture of distribution of
several signals, directed to differrent network
sections. Control solitons are formed not at  all
neurons. TwWo neurons, having the same scattering
properties at & = 0, can differ at any different
angles. In polar coordinates angle corresponds to
splitons phase or its position at network. Radius
defines normalized amplitude of soliton. However it
is a special question.

6. CONCLUSION
The most important conclusion of this study is
that it is possible to use neuron network with non-
linear interconnections for signal processing. Ordi-
nal vertical networks usually play role of some
mathematical model and technical realization by
digital computer translates it into reality. Term

"neuron” in those networks has as well mathematical
meaning. Newon in parallel networks has its own
technical implementation as analog and digital
element.

The perspectives of neuron networks utilization
are in parallel structures for signal processing.
Whole 2 D set of photodetectors is devided into
several line networks.Bignal analysis is carried out
separately for each network. Simpliest way to devide
all photodetectors into subsets is to pick out
strings or lines at matrix. Definition of organiza-
tion method of neurons into groups is a special
problem which depends on concrete conditions and
task.

As a whole networks with nonlinear interconnec-—
tion may be used in systems for signal processing,
to transform initial 2D optical field into different
type of information field which should be convenient
for further transformation and utilization.
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