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ABSTRACT 

OLR is engaged in several stereo scanner projects 
(MEOSS on Indian Remote Sensing mission IRS··1 E, 
MOMS-02 on German shuttle mission 02, HRSC and 
WAOSS cameras on Russian Mars mission). Besides 
fabricating the flinht hardware for MEOSS camera OLR 
developed a software package for the evaluation of 
stereoscopic scanner data consisting of the following 
main SUbsystems: 

Image matching software for automatically locating 
large numbers of conjugate points in 3--line stereo 
scanner imagery. It is based on areal matching in 
image pyramids and subsequent local least squares 
matching for subpixel positioning. 

Photogrammetric adjustment software is used to derive 
digital elevation models and exterior orientation 
parameters. This combined point determination soft­
ware is mainly based on collinearity equations for con­
jugate and ground control points. Further it allows for 
the constraining of the exterior orientation of the cam­
era by ~Jiven flight path and attitude data and by GauS­
Markov statistical processes. 

The paper reports on the successful application of the 
software to air-borne data taken with the satellite rnodel 
of the MEOSS camera, including a comparison to an 
already existing OEM. Empirical and theoretical errors 
are given for various numbers of ground control points. 

Keywords: 3-line stereo scanners, image rnatching, 
photograrnrnetry, di~lital elevation models 

1. Introduction 

OLR is engaged in stereo line scanner cameras since 
1981, when the OLR Institute of Optoelectronics pro­
posed to participate with a 3-line stereo camera 
(MEOSS: Monocular Electro-Optical Stereo Scanner) in 
an Indian satellite mission < Ref. 1 >. Parallel to the 
manufacturing of the hardware, work on datamalysis 
started with simulation of triple stereoscopic imagery, 
establishing image matching software and testing the 
photograrnmetric adjustment process via simulation 
< Ref. 2-4>. Since 1986 an airborne rnode! of the cam­
era was available. This was the first time that a digital 
elevation model could be derived from such imagery 
< Ref. 5,7>. MEOSS is now scheduled for a flight on 
Indian satellite mission IRS-l E end of 1992. Airborne 
test data of the satellite flight model have been evalu­
ated for this paper. 
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In contrast to MEOSS which is a single optics system, 
the stereo scanner MOMS-02 (Modular Optoelectronic 
Multispeclrnl Scanner) being built by the German com­
pany MesserschmiH--Bolkow-Blohm (MBB) uses various 
optics of different focal lengths to take rnultispectral 
and stereoscopic images of the earih. This offers the 
possibility to derive digital elevation models and multi­
spectral orthophotos of fine resolution for GIS-like 
applications. A description of the MOMS 02 scanner 
system can be found in < Ref. 6 . This scanner will be 
pari of the payload of the German rnission 02 now 
scheduled for a spaceshuttle flight in January 1993. 
One aim of the MOMS project is the developnlent of a 
stereoscopic digital photogrammetric workstation in 
cooperation with several universities. 

Other stereo scanner projects at OLR are the Mars-
94/96 WAOSS and HRSC cameras <Ref. 11,12>. 
WAOSS (Wide··Angle Optoelectronic Stereo Scanner) is 
meant for global monitoring of Mars (pixel size on 
ground 150 m near periapsis) and for the derivation of 
global topography of Mars whereas HRSC (High Resol­
ution St.ereo Camera, 10-20 m pixel size) will allow the 
derivation of fine-grid digital elevation models toqether 
with orthophotos in several spectral channels. Both 
cameras are - like MEOSS - monocular instruments. 

The derivation of digital elevation models from 3-line 
stereo scanner imagery consists of two main tasks: 

• extraction of a large number of conjugate points 
from the stereoscopic imagery (image matchinq) 
and 

.. reconstruction of exterior orientation and calcu­
lation of the ground coordinates of the conjugate 
points via photogrammetric adjustrnent (combined 
point determination). 

The location of conjugate points in triple stereoscopic 
line scanner imagery can be divided into the following 
steps: 

• selection of patterns suitable for digital image cor­
relation in the sense of an interest operator (the 
well-known Forstner operator is used) 

• selection of search windows corresponding to 
these patterns in the images of the other looking 
directions 

• digital image correlation (area based matching) to 
locate the pattern within the search area: image 
matching on pixel level 

• subpixel refinement of the correlation result (done 
here by local least squares rnatchin~1 technique). 



These steps are performed from level to level of an 
irnage pyramid in order to minimize manual interaction 
and to make the process rnore robust. 

Iterative least squares techniques are used in photo­
grammetric adjustment based mainly on collinearity 
equations for conjugate and ground control points. 
Some other equations are used for the introduction of 
known platform flight path and attitude information and 
for the estimation of their constant and higher order 
biases. Interior orientation parameters can be esti­
mated, too. 

2. Image matching 

2.1 Interest operator 

In high resolution imagery like that frorn the airborne 
model of 1he MEOSS carnera (about 2 . 2m~ pixel size) 
large homogeneous areas like fields, meadows and 
water bodies appear where good patterns for image 
correlation cannot be extracted. Therefore, for auto­
matic image matching, an interest operator has to 
automatically select patterns which are well suited for 
digital image correlation. Our interest operator is 
designed along the lines of the so--called IIF6rstner 
operator" developed at Stuttgart university Ref. 8> . 

The weighted centre of gravity is calculated for each 
window of a given size by least squares technique with 
appropriate weighting by first order derivatives in line 
and column directions. From the error ellipse of this 
least squares adjustment two parameters, roundness 
and size, are extracted. Windows and their resulting 
points are said to be promiSing for image correlation if 
the size is small and the roundness is beyond a given 
threshold so that the points are well defined in terms 
of multidirectional edge information contents of the 
surrounding window. 

We found that the sizes of the error ellipses are corre­
lated with the variances of the grey values of the win­
dows (about -0.5 normalized correlation coefficient). 
Furthermore, it was found through many tests that win­
dows -- even if they meet the requirements on round­
ness and size described in < Ref. 8> - should have a 
variance beyond some threshold. Thus, for the user 
interface the threshold for size is replaced by a thresh­
old for variance. This variance thresholds can be esti­
mated from the local image variances much better than 
the median value of the sizes of the error ellipses 
mentioned in < Ref. 8>. For our airborne imagery 
thresholds between 25.0 and 64.0 for the variance gave 
reasonable distributions of the points found hy the 
interest operator. 

Normally, a prornising point is located more than once 
by the operator (with respect to different windows). This 
multiplicity is reflected in our procedure via a count 
only. Huge numbers of points are registered often by 
this procecJure. Thus, it is found PI good strategy to 
replace a set of points which are lying near to each 
other by one prominent point. The selection of the 
prominent point is based on the following parameters, 
given in descending order of priority: 
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if! multiplicity of point 
~ variance of window 
fit roundness of error ellipse 
• size of error ellipse 

2.2 Search window selection 

The interest operator is used to locate good patterns in 
the nadir looking sensor1s scene. For area based 
rnatching corresponding search areas have to be 
extracted from the scenes of the other looking 
directions. This is achieved by computing a local affine 
transformation between the stereo partners. The six 
parameters of the affine transformation are computed 
by least squares adjustment using already known con­
jugate points. Currently, at the lowest level of resolution 
of the image pyramid manually found conjugate points 
are used as input to this process. This could be further 
automated by lIsing some a priori knowledge about the 
sensor geometry (e.g_ stereo baselength in number of 
pixels) and interest operator results for all stereo part­
ners. 

The results of the local affine transformation are 
accepted only if the nns-error for the input conjugate 
points is less than half the possible shift of the pattern 
area within the search area. Thus, coarse errors in the 
position of the search windows are avoided. More trials 
are made by changing the number of input points 
and/or the the weighting scheme. If none of the adjust­
ments is accepted no matching process for this point 
and stereo pair is initiated. The number and distribution 
of these affine transformation failures indicate to the 
lIser in what regions of the imagery the point densities 
for computing search area positions are not sufficient. 

2.3 Image correlation with pixel accuracy 

A matrix of normalized correlation coefficients is corn­
puted for given pattern and search areas by shifting the 
pattern pixel by pixel (in column and line directions) 
over the search area. The maximum of the correlation 
coefficients defines the location of that pixel in the 
search area which corresponds to the centre pixel of 
tile pattern area. A qualiiy figure is defined which mea­
sures the uniqueness and the relative steepness of the 
peak in the matrix of correlation coefficients (for defi­
nition see < Ref. 4> ). 

Strict acceptance rules are applied to the results 

!II of each individual correlation process between a 
stereo pair and 

\11 of 3 combined correlation processes if 3 stereo 
pairs are available (in the zone of threefold stere­
oscopic coverage). 

At the level of a single correlation the following condi­
tions have to be met before acceptance of the results: 

* maximum of correlation coefficients and quality 
figure have to be beyond given thresholds (in case 
of our data material 0.5 and 0.2 were taken for 
correlation coefficient and quality figure, respec­
tively) 

<II> the maximum of the correlation coefficient must not 
lie on the border of the matrix of correlation coef­
ficients (the width of the border is normally set to 
1 column and 1 line) 



The latter condition is very helpful in regions with 
repetitive patterns. 

For a full conjugate point where three stereo pairs are 
available the conditions are as follows: 

• for all three correlations the above mentioned cri­
teria for single correlations have to be fulfilled 

• for the checking correlation between the back­
wardlforward stereo pair the absolute value of the 
displacement vector resulting from the correlation 
must not exceed a given ·Iimit (normally set to 1 
column and 1 line). 

Pattern sizes have been 7 .7 pixels for the 3 lower lev­
els of the image pyramid and 9.9 for the two higher 
levels; accordingly, search area sizes of 15.15 and 
21 .21 were taken to cope with the increase in paral­
laxes at the higher levels. This is depending also on the 
density of the conjugate points found for the previolls 
level of the image pyramid. Of COllrse, high densitic~s 
will help to reduce the search areas. 

2.4 Subpixel accuracy 

Local least squares matching techniques (LSM) 
described in < Ref. 9> are used to refine the results 
of the previously described operator to subpixel level. 
The radius of convergence of LSM is a few pixels only. 
Thus, it has to be preceded by a matching operator at 
pixel level. 

The parameters of two local transformations between 
the stereo partners - two parameters of a radiometric 
transformation (brightness and contrast) and six 
parameters of an affine transformation for obtaining the 
subpixel positional information - are estimated by iter­
ative least squares adjustment. The observations are 
the differences of the grey values of the original scene 
of the nadir looking· sensor and the transformed sub­
scene of the stereo partner. It was found that the con­
vergence is bad for windows less than 11 *11 pixels for 
the given data material (in < Ref. 9> 16*16 is recom­
mended as smallest window size - but for frame camera 
imagery). The smoothing of the grey values before LSM 
mentioned in < Ref. 9> is not realized in our software 
because very good initial values are provided by cor­
relation at pixel level. 

For most windows the convergence is within 2 to 5 
iterations. In case of non-convergence the location of 
the maximum of a parabolic fit to the neighbourhood of 
the maximum of the correlation' coefficients is taken as 
a substitute. This also defines the initial values taken 
for the LSM. 
Experience showed that the parabolic fit maxima will 
often differ much from the LSM results. Convergence 
of LSM was achieved in about 90% of the cases. 

2.5 Image pyramid 

Already our short strips of stereo imagery of MEOSS 
type are a massive amount of bytes on disk or subareas 
fitting to normal display screens. Additionally, dis­
tortions introduced by the terrain and the attitude vari­
ations of the aircraft are often very large even locally 
(even more than 100 pixels). Thus, manual starting of 
locating conjugate points would be a very tedious task. 

These problems are much reduced by introducing a 
resolution pyramid. If we use factor 16 for the coarsest 
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resolution (in both line and column direction) this 
results . in small scenes fitting to modern display 
screens. Furthermore, as parallaxes are reduced by the 
same factor, the human operator will be able to quickly 
measure the small set of conjugate points required for 
starting the search area selection. All further steps of 
interest operator and image correlation work automat­
ically through the image pyramid up to the finest level 
of resolution. 

The quality of the final results is profiting much from the 
fact that from one level of resolution to the next the 
increase in distortions is relatively small. Of course, 
one has to pay for this by an increase in computer time 
and disk storage (though a full pyramid of five levels 
results in a storage increase by a factor 1.33 only). 

3. Photogrammetric combined point determination 

3.1 Basic equations 

The iterative least squares adjustment for computing 
the ground coordinates of the conjugate points and 
improved values of the exterior orientation parameters 
is based on the following types of equations: 

• collinearity equations connecting ima~le coordi­
nates and ground coordinates of the conjugate 
points with the exterior orientation of the camera 
at certain orientation images 

• observation equations for ground control points 
• observation equations for the parameters of interi­

or orientation of the camera (position of principal 
point and focal length) 

• observation equations for exterior orientation 
parameters including constant and higher order 
biases 

• a second order Gauss-Markov process for the 
parameters of exterior orientation (this is meant 
primarily for bridging large gaps in the distribution 
of conjugate points caused for example by large 
homogeneous areas, water bodies and clouds). 

The exterior orientation is calculated for a set of orien­
tation images. These may be selected with regular or 
irregular spacing in time along the orbit. Currently, lin­
ear interpolation is used to obtain the exterior orien­
tation for each line of the scanner imagery < Ref. 
2,10>. Thus 12 parameters of exterior orientation 
enter into the two collinearity equations derived for one 
imaging ray. 

3.2 Input data 

The input to the photogrammetric adjustment consists 
of: 

• the conjugate points found by semi-automatic 
image matching (these are the most precise meas­
urements) 

• ground control points: these are conjugate points 
which are also identified on maps; topographic 
maps are used to extract GauB-Kruger coordinates 
and heights (this is a very tedious and time con­
slJmin~J manual work) 

.. initial values for the exterior orientation at the ori­
entation images 

• geometric calibration data for the camera 
.. weights for all the error equations. 



Figure 1. MEOSS Dorfen strip 

4. Example: MEOSS airborne data strip Dorien 

4.1 Image material and image matching details 

The data strip Dorfen can be seen in Fiqure 1. The 
images of the foreward, nadir and backward looking 
sensors are shown in parallel strips of sirnuUaneously 
acquired image lines. The along-track displacement 
between the images of the same objects (one base 
length) corresponds to about 2400 image lines. The 
platform, sensor and image parameters are displayed 
in Table 1. 

The numbers of points extracted by the interest opera­
tor and being left after the digital image correlation are 
given in Table 2 for the five levels of the resolution 
pyramid. 

For the manual start at lowest level of resoiution 52 and 
33 conjugate points were extracted from the back­
ward/nadir and forward/nadir stereo pairs, respective­
Iy. The difference in the numbers can be explained by 
the different information content of the stereo pairs. 
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Platform Parameters 
ground speed 
altitude 

Sensor Parameters 
objective 
focal length 
stereo angle 
CCO element size 
number of elements per array 
line frequency 

Image Parameters 
ground resolution in flight direction 
ground resolution cross flight 
length of strip 
swath width 
swath width for triple stereoscopy 

660 km/h 
11335 m 

Zeiss Biogon 
61.1 mm 
23.52 degrees 
10.7 micrometer 
3236 
92.978 Hz 

2m 
2m 
8416 lines I 16.6 km 
3236 pixels I 6.4 km 
3000 pixels / 6.0 km 

Table 1. Platform, sensor and image parameters for 
MEOSS Dorfen strip 

The computer time requirement for image matching is 
about 1/2 day per baselength on modern RiSe-type 
workstations. It could be further reduced by streamlin­
ing of the software and - more drastically - by using 
parallel computing. Both, interest operator and image 
correlation tasks, can easily be distributed in terms of 
different image regions to any number of CPUs. 



105 ground control and/or check points were measured 
in the imagery and in maps of scale 1 :25000. Their dis­
tribution with respect to the nadir imagery is shown in 

Figure 2 (the case with 20 ground control points is 
selected). 
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Figure 2. Distribution of ground control and/or check 
points 

4.2 Details on photog ram metric adjustment 

The initial values of the exterior orientation were pro­
vided by the inertial reference system of the aircraft. 
The exterior orientation of 120 orientation images have 
been introduced as unknowns into the adjustment. Fig­
ure 3 and Figure 4 show initial and final values of the 
exterior orientation. 

A crucial task in least squares adjustment is the 
selection of the proper weights for the error equations. 
For this data strip the following weigths in terms of 
standard deviations have been used finally: 

collinearity equations: 4 pixels (42.8 !un; included 
are - besides the image correlation errors - insuffi­
cencies in geometric calibration of the camera and 
the errors introduced by the linear interpolation for 
the exterior orientation parameters between the 
orientation images) 

• coordinates of ground control points: 20 m 

• interior orientation: 10.7 pm 

• exterior orientation: 

position (x,y,z): 100 m, 100 m, 25 In 

angles (roll, pitch, yaw): 0.02 deg for all 

It second order GauB-Markov process was not used 
for DClIien strip 

In a first adjustment run using only 1000 conjugate 
points and relaxed weighting intlal estimates for the 
biases of the exterior orientation have been derived. 
Later on, 12751 conjugate points have been introduced 
into the adjustment and the runs were repeated with 
different numbers of ground control points, varying 
from 4 to 99. All these adjustment runs converged in 
two iterations and took about 2 hours CPU-time on 
IBM 3090, each. 

A DEM was generated from the final ground coordi­
nates of the conjugate points by interpolation in the 
irregular set of points resulting from photogrammetric 
adjustment. It is given in Figure 5. 

level of 
pyramid 

4 
3 
2 
1 
0 

number of 
interest operator 

points 

796 
2122 
5273 

11871 
28359 

nurnber of 
conjugate 
points 

552 
1700 
4265 
9109 

14802 
-_._----

Table 2. Numbers of interest operator and conjugate 
points on the five levels of the iJll('lgc~ pyramid 
for strip Dorfen (reduction in resolution by a 
factor 21ml ill line and column din'lctiolls) 

4.3 Error analysis 

Theoretical error measures: 

To analyse the precision of the results of the adjustment 
the theoretical standard deviations for the coordinates 
of all points given by the corresponding coefficients of 
the inverse of the normal matrix were averaged sepa­
rately for zones with twofold (zones 1 and 3) and 
threefold (zone 2) stereoscopic coverage. These values 
are given in Table 3 for a varying number of ground 

ax (m) ay(m) a z (rn) 

2.4 1.6 5.5 99 
1.7 1.3 3.2 
2.4 1.6 5.2 

2.1 1.6 4.4 

3.1 1.8 6.0 40 
2.2 1.5 3.8 
2.9 1.8 5.7 

2.7 1.7 5.0 

3.5 1.9 6.4 30 
2.5 1.6 4.3 
3.3 1.9 6.0 

3.0 1.8 5.4 

4.0 2.1 7.0 
2.9 1.8 4.9 
3.8 2.1 6.5 

3.5 1.9 5.9 

4.9 2.4 7.8 
3.5 2.1 5.7 
4.6 2.4 7.4 

4.2 2.2 6.8 

6.4 3.0 9.9 4 
4.6 2.6 7.6 
5.9 3.0 9.4 

5.5 2.8 8.8 

Table 3. Average of the theoretical standard deviations for 
the computed ground coordinates of the conju­
gate points given for various numbers of groull(j 
control points; zone 1 and 3 are the zones with 
twofold coverage, zone 2 is the area of threefold 
stereoscopic coverage; the numbers of conjugate 
points were 4030 for zone 1, 5524 for zonE! 2, aile! 
3017 for zone 3 (12571 points for all mnes) 
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orientation (position part); a linear trend is sub­
tracted from x (in flight direction) to make vari­
ations from an undisturbed motion visible 
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Figure 5. Digital elevation model resulting from photogrammetric adjustment 
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control points. Graphical representations of the 
dependence of these precision values are shown in 
Figure 6, Figure 7, and Figure 8 for coordinates x,y,z, 
respectively. These plots make it evident that not much 
increase in precision can be gained by increasing the 
number of ground control points beyond 30. 
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Figure 6. Averaged theoretical standard deviations for 
coordinate x in dependence on the number of 
ground control points 
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Figure 7. Averaged theoretical standard deviations for 
coordinate y in dependence on the number of 
ground control points 
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Figure 8. Averaged theoretical standard deviations for 
coordinate z in dependence on the number of 
ground control points 
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Empirical error measures: 

As we had 105 ground control points and only a part 
of them was introduced into the adjustment, the rest 
has been used as check points. Their £lround coordi­
nates were treated as unknowns in the adjustment. Aft­
erwards the nns-differences of the computed and the 
measured ground coordinates were calculated. The 
result is shown in Figure 9. The trends are similar to 
those of the theoretical standard deviations. Of course, 
the values may be influenced much by the distribution 
and the number of the check points. 
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Figure 9. Empirical rms-errors in check points in depend­
ence on number of ground control points 

Some more values on the empirical accuracy of the 
final DEM were derived by comparing it to an already 
available DEM of the Bavarian Survey of that region. 
This was acquired from the 8ayerisches Landesver­
messungsamt. Its accuracy is about 2 m and the values 
are given as a grid with 50m .50m spacing. In order to 
compare our irregularly distributed results the com­
puted GauB-KrOger coordinates were taken and bilinear 
interpolation used to obtain the corresponding height 
values of the OEM of the Survey. Let us concentrate 
first on the case with 99 ground control points. 
Straightforward calculation of the rms differences leads 
to the first row in Table 4. 

However, besides the interpolation errors and the 
errors in x,y-position this comparison suffers from the 
fact, that objects found by automatic image matching 
will include tops of trees and houses. Thus, the number 
of conjugate points where the computed height is larger 
than the height derived from the Survey DEM should 
be higher than the number of points with lower height 
This is shown clearly in the last two columns of 
Table 4. Looking at points with height differences larg­
er than 20m (points excluded in the second row of 
Table 4) we found that for a SUbstantial number of 
these points (516 out of 596) the computed height value 
was larger than the height value in the Survey OEM. A 
manual classification of these points with height differ­
ences larger 20m gave the following result: 



nr. of points 
Nr. type of zone 1 zone 2 zone 3 all zones with height 
of points rms nr. of rms nr. of rms nr. of rms nr. of > < 

GCPs diff. points diff. points diff. points ditt. points Survey height 

99 all points 9.8 4030 8.3 5524 10.4 3017 9.3 12571 7995 4576 

points with 7.4 3754 7.4 5386 8.5 2835 7.7 11975 7479 4496 
diff. < 20m 

40 all points 11.1 4030 9.2 5524 10.7 3017 10.2 12571 7715 4856 

points with 8.0 3678 8.2 5357 8.6 2816 8.2 11851 7135 4716 
diff. < 20m 

30 all points 11.4 4030 9.1 5524 10.7 3017 10.3 12571 7247 5324 

points with 8.4 3642 8.1 5363 8.7 2821 8.3 11826 6689 5137 
diff. < 20m 

20 all points 12.8 4030 10.4 5524 11.7 3017 11.5 12571 7458 5113 

points with 8.8 3545 8.9 5233 9.2 2760 9.0 11538 6611 4927 
diff. < 20m 

10 all points 15.0 4030 12.1 5524 13.0 3017 13.3 12571 6237 6334 

points with 9.9 3306 9.9 5030 9.6 2639 9.9 10975 5456 5519 
diff. < 20m 

4 all points 15.2 4030 13.8 5524 14.2 3017 14.4 12571 8358 4213 

points with 9.8 3360 9.6 4634 9.9 2529 9.8 10523 6525 3998 
diff. < 20m 

Table 4. rms differences of computed OEM and Survey OEM heights; rms values are given for zones 1,3 of twofold and zone 2 of threefold 
stereoscopic coverage for all points and for points with absolute value of the height difference less than 20m 

forested areas, trees and built-up areas: 79 % 
other areas (fields,meadows): 12 % 
image matching errors: 9 % 

The percentage of matching errors is higher than in the 
whole set of conjugate points where it was found to be 
about 4% by manual check. Thus, we believe that the 
accuracy of the computed OEM will be better than 8m. 

Table 4 and Figure 10 in graphical representation for 
zone 2 show that by varying the number of ground 
control points a saturation effect can be noticed, here 
too for numbers beyond 30. 
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Figure 10. rms-differences to Survey DEM for zone :2 and 
various numbers of ground control points 
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5. Conclusions 

Software for the derivation of digital elevation models 
from 3-line scanner imagery has been tested success­
fully on airborne data of the MEOSS camera. The the­
oretical standard deviations are in the range of 1-2 pix­
els and the heights compare well with the Survey OEM. 
The test was performed under the heavy demands of 
high resolution of the airborne imagery and rough atti­
tude behaviour of the aircraft. Thus, one can be opti­
mistic for the satellite data of MEOSS and MOMS mis­
sions. 

Automation of the start of matching in the image pyra­
mid is one of the next goals. 
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