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Abstract: 

Tarlet imlU'eoordinate meuunment6 an earied out approximatly on an inteueUve digital steno­
photogrammetry workstation by applylng the measuring mark in the torm of a window wieh ean ehanae 1Is 
stus. Thh paper deals wlth the algorithms of proeeulng the windows wHh a target In the form of a elrele, a 
cross, or a squan und to determine pixd eoordinatu of a tauet center. Then allorithms an band on tlu 
eorresponding uometrieal figuras equations. The robust estimation technique is appHed to nduee the 
!nUuenee of the nohe on Ihe preclston of pointlng. Extensive tnvutigations han been eanled outon dlgltal 
poinÜng 10 circular. cross and square targets in order to determine Ihe intluence cd quantifation level. pixel 
sin, tuget sin, nnise (random noise, shlde, pateh of light) and inelination of image on fhe precision of 
pointing. 
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INTI.ODUCTION 

Most industrial photogrammetric problems are solved 
using targets of different geometryeal shape (cross. 
eirele ,square. triangl and $0 on). Algorithms of 
target image eoordinate measurement in digital images 
are based on determination of fhe center of the 
correspondinl figure by ealculating the gnvity cen­
ter (tor exampele. E.M.Mikhail and a1.,1984, J.C.Trin­
der .• 1989. IC.W.Wong. H.Wei-Hsln.(986). However. 
t h e se a 110 r it h m s don' t ta k ein t 0 a c C 0 u n t t hat t h e 
image is the central projeetion or In object. con· 
sequently all image po tnls are duplac!!d bflcau!le Q f 

the ircle on Ih\1 'Jbit?c 1 is transtcnned int() an IlllipH 
IJ n tnl:l imagp.,thg equilateral triangle i!5 IrlJDsformed 
into a nonequllateral one and so on. In general, Ihe 
center of the Hgure on the image doesn't lay on the 
same perspeetive ray wilh the center of the cor­
responding Hgure on the object. Invarianees to the 
projecUve transta rmatio·ns are. as known. a point 
Ind I straight line. Therefore the center of a tuget 
on the obleet appeaus on the image in the center 01 
lhe eorresponding figuu only tor crou and square 
targ e ts. T he tUle t ce n ter must be co mputed as a 
interneHon point 0 f straight lines formeing a eron 
or of diagonales tor a square because in other whe 
the gravity center wUl shitt. 

The values of theu displaeements (hr every type of 
a tarut) ue approximately iqull to O.5pm and IJAm 
ter 200pm and 400jUm of target she on digital image 
(A.Chibunlehev.i992). These values were caleu· 
lated by muans 01 simulation proeus for f = 50mm, 
angles of Inel1nation - 15~ 35~ 45~ eamera format .. 
5x5mm. For all shapes of targets (triangle. drele. 
square Ind cross) the zravity center has bun 
computad whieh was compand with tha corns· 
pondlng exact positions of the center. It lhe figure 
equaUon h uud to compute the centerot a cross and 
a square, thatr centers coineide eXilctly witb lheir 
theoretieal position. Thus to loeate the tuget with 
higher precision (when the angles of the camera 
lneUnation with respeet to objeet are large) it ls 
desirable: l) to use I cross or CI square as targets; 2) 
to make tbe algorithm of target location u the 
interseetion of straight lines. H owever. as will be 
shown later, it is better to un a cirele u a target 
when tbe anlIes of the camen ineUnation He not 
lug e. 
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AlllrUIaJll I' tarlal 18eatl.ll. 

Pigure t shows the proeessing steps ot asemt· 
automatie tuget loeation. Thh app~oaeh hu ori­
ginilly been prennted in euHer papers (A.Chi­
buntehev.1991. 1992). Thh algorithm serves tor 
targets in the form of a eirele, eren, square and tor 
eonlour points whieh ein be represented u the point 
of interseeHon 0 f the lines. 

~ 
eirele 

~ 
Ci 

cro s 5, co n to ur 

~ s qua re 

Fig. 1 Block dlagrarn of targets Iocation. 

Let's eonsider eaeh step of this algorHhm. 

I. Aproximate meuurements of targets are earried 
out a pp 1 y in g a we 11 k no w n pr in ci pIe I) f s te re I) 



observation of digital images on spHt sereen ste' 
reoscope system. As far lAS fhe accelention 01 

meuurements h concerned On gnfical meuuring 
mark in tiu form of a window. The sizes of window 
sre changed depending on target dimenUons of the 
image. To make meuurements one only needs to 
locate the target into corresponding windows in tl18 
right and lef1 images. In thh case the measuremenh 
are made faster and it is not neeessery tor observer 
to luve much qualification. If tha meuured point h 
nota targetthe shes of the mesuring mark should be 

about 20120·30x30 pixels ef imau. because within 
these limits the eMained precision of matching is 
optimal. aeeordlng to D.Rosenholm,1981. 

The following processlng of images h caried out 
within Uu limih oi lhe windows. 

2. Edge detscHen is perfomed here by means of the 
eonvolution of the image wUh a weH known Sobel 
operator. As a result we get the gradient image. 

3. The circular target location is baud on solution 
of llle equation: 

2. .::.? 
(Xi - Xc) ... (V .. - Va ) - R .. O. ( 1 ) 

This equation is formed for eaeh pixell (within the 
window) the gradient of whieh is not zero. 

Tne robust teehnique h applied hare to eompute tha 
1I n k n {! 't! n (: 'J 'J 1 den a 'e ~ .. !' 

In order 10 reduce tue intluence of random noise on 
tha precision uf pointing and to narrow lha larget 
edges (tilltl pixel) we uu the 1oUowing weight of 
eq.(1): 

(2) 

wh e ce G ma)l. is m a x im u m va l'U e 0 f grad ie n tin t h e 
window; Gi is the gradient value of tlla pixel i in lila 
window. 

Ta avoid detecHng no he (shade. pateh of light and 
$0 on) u target edges we U58 robust estimation 
technique. Le. the foUowing weighl functions are 
introduced: 

{

lU 1~1'2fl } 
p~' = ex p [- 0.1<1 V, I/~~] if I vII> 2ft an d N~ 3 

ex p [ - O. i ( I VtllfiA)) if I Vt! >2f1 an d N > 3 

(3) 

H ere Vi is the descrepance ot i equaHon (l);ph the 
standard error of unH weight; N is the number of 
iteration. The computl1tion is Herated until the 
required precision is obtained. 

4.The cross target ioeaUon is baud on the deo 
termination oi the target coordinahn; u a point uf 
interseetion of two lines. 

The eoeffieients of line equations are determined 
using the same prineiple of a robust esUmaUon 
technique. Moreovef. t he pixels are divided into 
two ifoups (tor each line) applying the direetions of 
its gradients. 

The same algorHhm is used tor determination of 
coordinates ef a conteur point which can be repre' 
sented as a point of interseetion of two lines. 

5. The square target location is based on the 
computation cf the square center 8.$ the point of 
in1ersection of diagonah. Tlle needed condiHons for 
the pixels detection whieh belong to 4 sides of a 
square are easily obtained hom anaHcis of Ihe 
gradients clirections of pixels. Than Ihe same apo 
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proach h used for lha robust uUmaUon of aHne 

equ.tio n. 

Then algorithms of hgeh Iocation in dehil can be 
hund 1n A.Chlbunichev (1991.1992). 

6. Image matching. First of a11 it should be uld thai 

tbe algorithms 01 tUtet 10eaUon (above'mantioned) 
so lve lhe po in ting pro blem wUho ut image matching. 
However (1$ wUI be shovn be)ow) the matching 
process permits \0 improve Uu predsion oi deo 
termination 0 f parahuu tor cross and square targets 
as weIl u for counter points. 

The image matching can be done wHh many methoch 
(M.J.P.M.Lemmens.1983). The least squares mat· 
ehing metbod (A.Grun, 1985, D.Rosenholm. 1987. 
Heiple C, (991) wu chosen here becaun it gins 
high accuracy potential. high degree of invarianc:e 
agaiIut uometrycal image dhtortions and relatively 
simple possibiHties tor statistlcal analysis of the 
resuHs. The dhadvantage of this method is a qutte 
high time·consuming. Some recomendations to u' 
duca llle eomputational cost 01 leut square matclling 
are mantioned in A.Chibunlchev. 1992. 

IftvlsUgaUon er puchioft 01 targel leeaHon 

Pirst, let cORsider the results 0 f extensive studies of 
lhe precision of cireular target 10caHon on digital 

"' •. , (; i. i.l [1 ti n h \1 V e b e e n c" r r i;; ,i 0 u! IJ n t 11 e b a s i s u f 
lila artificially generated targets with varying chu' 
acteristies. The simulated proeess 01 digitizing wu 
performed for the foUowing pixel sizes 2.8.6.8.1.5. 
9,12.5,17.19,23, 27)IJm,wicll cornspond to valuu 
for real CCD camens (T.Luhman. 1990). For eaell 
pixel size elghi different quantlzaUon levels (grey 
scale values) were invesUgated: 2~ ,2a. ..... ! . wh!ch 

means eneoding into 1,2 .... 8 bits respecUvely. Tbe 
target location was curied out 50 Hmu for n.ch 
pixel size. quanHuUon level and tuget slu (100 
and 200pm). Moreover. the exact position of lhe 
target center wu changed by a rande m number up to 
±l pixel 10r each new digitizing pneus. Tbe 
variation in precisions of target pointing (m,) 
depending on the quantization level an iHustnted in 
tigure 1. for a target z1se 01 100}/m (diameter of 
drele). The valu me .. J m~ ... m~. where m~, myue 
standard unn of target center coordinates deo 
termination. The pixel sins He indicated on lbe left 
$1de$ of the curves and on the right si des - the ratlos 
oi target siul pixel size. Other target shel pixel she 
nHos were studied. but lbe precisioRi of taget 
location in these cases were approximately simllar to 
thon shown in tigure-s 2 and 3. 

Figure 3 iHustrates the influence cf the image rande m 
noin on the precision of poinHng. It should be 
pointed out, that the random nohe was introduced 
Into the values ot tile pixels (during the simulated 
pneus of digitizing). but prior to quantization . 
The nndom noin percentaus wen .±5% • ±IO% • 
:!;15%. :1;20%. :1;40% which equivalent to ratio!!; 
I{"slgnallsohe 0120:1. 10:1,6.1:1. 5:1. 2.5:1. The 
figura :3 co rrasponds to tJu cue when a quantization 
level is equal to 256 (28). 

The tigures 2 and 3 demonstrate that a better 
precision 01 target location (neu 0.01 pixel she) 
ean be obtained when the quantization level h equal 
10 or grester inan 32 (zS'). target sizes are larger than 

6*pixel size and the noise 15 less tb an 10% (K-l:10). 

The similar results were obteined in J.C.Trinder.1989. 
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FIg.2 The relation between lhe pred.sion of a target Iocation and a 
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FIg.3 The relation belween the predsion cf a target Iocation and 
ratios 01 signal to noise. 

In order to test the influence of local noin on the 
prechion 01 a target polnting the tollowing ex' 
periment was perfomed. The initial dalas are: win' 
dow sins - 42*42 pixels. pixel siu - 2.8pm. circuhu 
target slu - 100pm. quanth:ation level' 256 (28). 
nndom noin ' 10% . The local noise was simulated 
u square (in the left hllnd corner of window in filPue 
4) which have the same grey valuu of pixels Uke a 
target. The s12es of Uds IDeal nohe were changed. 

FIg.4 The drcular target with the local nolsa. 

The figure 4 sbows (schemaUcly) minimum and 
max im um s 121$ 0 f 10 cal no !se which where ap' 
proximately 1:40 (Hg.4a) and 1:4 (Ug.4b) of eirele 
length. 
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FIg.5 The relation between precision 01 target Iocation and 1oca1 
noise. 

Tbe figure 5 demonstrates lhe variations in pu' 
chlou 01 pointing due to IDeal nohe. Here L h the 
utio of eirele length to He length whieh h eovend 
by nohe. At the ume time (1$ a compuision) the 
precision ot target poinUng without local nohe was 

0.005 pixeL 

Tbe 10l;al noin doun't infhlence the prechion of a 
tu U t 10 ca ti 0 n wh e n L>l O. T h is me ans t hat ro bus t 
algotHhm (2,3) h rather ettecUve to suppress no lses. 

The simUarinvesUgations where caried outforcrou 
and square targets. 

Table 1 Hlutrates only ume results of erOH and 
~quare targets loeation predsion (in pixels) &S 

UJin j ith a irculiH lilrgl?L "file initial dat;Is ror 

lijlitl; preseuted. heu are as follow,,; 11 quanti;jatien 

level - 32 (25"), a random nohe ' 10%. a ratio to 
target s12el pixel size ·8.15.36. Tbe relationshlp 
betwnn the pointing prechion and the quantization 
level, undom noin for a cross and a square tart18ts 
h in many ways slmilar to thai of a drcular one. 

Table 1. Predsion ot target pointing (pixels) 

Target 

dreh 

ero ss 

square 

K = targ.!linl pix.s in 

0.03 

0.21 

0.54 

15 

0.02 

0.08 

0.31 

36 

0.0 t 

0.03 

0.20 

Table 2. Precision of target matching (pixels) 

TUlet 

dreh 

square 

K=targ.sizel pix.size 

8 

0.03 

0.08 

0.11 

15 

0.02 

0.04 

0.15 

36 

0.01 

0.02 

0.13 



Table 2 Biustrates lhe results of lhe matehing 
preelS10n for Ihe ume targets (with lhe ume chane' 
teristics). Tbe imaie matchini tecbnique und here 
1s baud on least squares method. 

The results of these tables are not necessary to 
eomment. It is better to apply the circular targets in 
all eases ( from lhe point of view of preeision). 
H owever. in same eases ( when the angles or eamen 
inelination are very large) it h better to use lhe cross 
targeh. 
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