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ABSTRACT 

Real-Time Photogrammetry is making inroads into various applieations due to its ability for on-line and real-time re­
sponse. This opens applieations in industrial measurement, roboties, traffie, medicine, ete. The aeeuraey of these Real­
Time Photogrammetrie Systems is a primary requirement for a large number of tasks. It is thus of utmost importanee to 
investigate the aeeuraey potential of digital imaging systems. The radiometrie and geometrie properties of all elements 
involved in image aequisition and information extraetion must be investigated in order to loeate sources of degradations. 
With respect to photogrammetrie applieations effeets leading to adegradation of the aeeuraey of three-dimensional mea­
surements are of primary interest, whereas purely radiometrie and geometrie deformations whieh have no effeet and/or 
whieh ean be modelled are not of eoneem. It is thus neeessary to loeate the origins of degrading faetors and to quantify 
their effeet on the aeeuraey of three-dimensional measurements. This paper deals in a first part with the analysis of the 
radiometric and geometrie eharaeteristics of a number of eomponents. Their effeets on thc aeeuraey of photogrammetrie 
are diseussed. A three-dimensional aeeuraey test with a testfield is used to demonstrate the aeeuraey potential of off-the­
shelf hardware. Some limitations found in the test are pointed out and potential improvements are diseussed. 
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1 INTRODUCTION 

Digit imaging system have beeome an important topie in 
Digital Close-Range Photogrammetry. The readily avail­
able data makes real-time and on-line proeessing possi­
bie. This capability has opened a wealth of new 
applieation areas. The aeeuracy of these systems plays 
amongst many requirements such as automation, robust­
ness, fiexibility, and user-friendliness a fundamental roie. 

Real-Time Photogrammetry was already feasible with 
imaging tubes, but their low degree of stability limited 
their aeeuracy potential such that they did not gain wide­
spread use in photogrammetrie applieations (e.g. Wong, 
1969; Pinkney, 1978; Bumer et al. 1985). The invention 
of the eharge-eoupied deviee in 1970 and the subsequent 
rapid development of soIid-state imaging sensors, the 
commercial availability of flash analog-digital-eonvert­
ers, and the drastie performance inereases of processing 
systems Ied to a dramatie change. The new sensors ex­
hibited exeellent eharacteristics and the proeessing sys­
tems allowed real-time feedback and/or the use of ever 
more demanding algorithms. Several eharacteristies, the 
aecuracy, and the suitability of soIid-state image sensors 
for Real-Time Photogrammetry were investigated among 
others by Güleh, 1984; Haggren, 1984; Curry et al., 
1986; EI-Hakim, 1986; Grün and Beyer, 1986; Wong and 
Ho, 1986; Dähler, 1987; Heikkilä, 1988; Lenz, 1988; 
Luhmann, 1988; Bösemann et al., 1990; Burner et al., 
1990; Gustafson, 1991; and Shortis et al., 1991. Further­
more a wealth of knowledge on solid-state sensors, their 
eharacteristies, and performance was also aequired in as­
tronomieal and spaee traeking applieations (see Beyer, 
1992b for an extensive list of referenees). Pitfalls and the 

545 

performance of frame grabbers were also investigated 
(e.g. Raynor and Seitz, 1990). 

Building on this knowledge and expertise the radiometrie 
and geometrie eharaeteristics of elements involved in im­
age aequisition with solid-state imaging deviees and their 
effeet on the three-dimensional aeeuraey of photo gram­
metrie measurements was investigated (Beyer, 1992a). 
Figure 1 shows the major elements of imaging and infor­
mation extraetion. The diseussion shall be based on the 
assumption that the three-dimensional position of spa­
tially limited features, such as signalized targets, are to 
be determined. This simplifies some evaluations but does 
not inhibit any generalization of the eonclusions. The 
aim is thus to loeate sources leading to geometrie dis­
placements of feature positions and/or to radiometrie 
degradations deereasing the measurement precision and/ 
or inducing geometrie displacements. 

First the eharaeteristics of the elements are analyzed fol­
Iowing the path of the data as shown in Figure 1. The in­
fluenee of degrading faetors on the aeeuraey of three­
dimensional photogrammetrie measurements is dis­
eussed. Synehronization, target size, temperature, and 
other effeets are addressed and the inner preeision of 
geometrie measurements is investigated. Finally the per­
fonnanee of an off-the-shelf CCD-eamera is investigated 
with a three-dimensional testfield. The effeets of several 
degrading faetors on the aeeuraey are analyzed. The per­
formance of pixelsynehronous frame grabbing and PLL 
line-synehronization is eompared. Limiting faetors and 
potential improvements are diseussed. 



pixel is attained at latter diameter. This is only slightly 
improved for even larger targets to 0.004 pixel. 
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Figure 2 Analysis of internal precision as a funetion of 
target size. 

The circle appears to be the best form for point position­
ing tasks as it is isotropie. If targets are allowed to cover 
large areas and the imaging seale is similar throughout 
the measurement range, targets with radially varying in­
tensity ean be used to inerease the amount of gradients. 

2.3 Optical Elements of Camera 

Figure 3 shows an exploded view of the optieal system of 
a typieal CCD-eamera. The radiometrie and geometrie 
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Figure 3 Funetional elements of a solid-state eamera. 

eharaeteristies of lens and optieal system are weIl doeu­
mented in literature. The geometrie ealibration of zoom 
lenses has also been addressed in reeent years (e.g. Wiley 
and Wong, 1990). The fall-off of light to the corners in­
duces radial dis placements whieh are absorbed via pa­
rameters for radial symmetrie distortion. The purpose of 
the IR cut filter was already explained. The diffusor is of­
ten ineorporated into eameras with Interline Transfer 
sensors as weIl as eolor-eameras. It reduees aliasing by 
generating a double image displaeed by 1/2 the sensor el­
ement piteh. The eover-glass over the sensor serves as 
ehemieal and meehanieal proteetion. 
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The modulation transfer funetion (MTF) of the opties 
must be adapted to that of the sensor. This is relatively 
unproblematie for typieal sensors having spacings of 10 
to 20 /lm. Cameras employing the miero-positioning 
teehnique with pixel spaeings of a few mierometers 
(spacing of the pixels of the generated image) require ap­
propriately designed lenses (MTF and aberrations). 

The IR-filter, diffusor and cover glass should have plane 
parallel surfaees whieh are normal to the surfaee of the 
sensor. This is not provided in most CCD-eameras, i.e. 
speeifieations are only rarely provided. The diffusor is 
usually akin to a thin sheet of plastie of rather instable 
nature. The stability of the assembly of optieal elements 
and sensor is for most CCD-eameras questionable. A sta­
ble fixture of the sensor to the eamera body as weIl as 
speeifieations of the loeation of the optieal axis in the im­
aging plane, its orthogonality with respeet to the sensor 
surfaee, and the planeness and parallelity of the surfaees 
of other optieal elements are some of the items to be re­
quired in the specifieations of off-the-shelf CCD-eamer­
aso Furthermore the MTF, aberrations, and speetral 
eharaeteristies should be given. 

2.4 Sensor 

Solid-state sensor exhibit exeellent radiometrie and geo­
metrie eharaeteristies. The Photo Response Non-Unifor­
mity (PRNU), the surfaee eharaeteristies, and the 
regularity of the sensor element aperture and spacing are 
of special interest. 

The dark signal non-uniformity (DSNU) and photo re­
sponse non-uniformity (PRNU) ean be used to assess the 
basic radiometrie performance. From an analysis of the 
DSNU eleetronie and other disturbanees, independent of 
any sensor illumination, ean be deteeted. The PRNU ean 
be used to gain an overall impression of the quality of the 
imaging system. Effeets of light-fall-off, dirt, and other 
degrading faetors do often have larger impact than the 
PRNU of the sensor itself. Basieally a radiometrie eor­
rection eould be performed on a pixel by pixel basis to 
eorreet for DSNU and PRNU. It is at this point in time 
questionable wether or not any improvement ean be at­
tained as the PRNU of typieal off-.the-shelf CCD-eamer­
as is in the of 1 %. The of the 

Figure 4 Photo response non-uniformity of a typieal 
lens and eamera. 

PRNU on the speetral eharaeteristies and the diffieulty to 
generate a uniform illumination whieh is signifieantly 
better than 1 % (Ulbrieht spheres speeify a uniformity of 
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Figure 1 Image acquisition with solid-state imaging 
sensors. 

2 CHARACTERISTICS OF 
COMPONENTS 

2.1 Illumination 

The importance of the illumination is generally underes­
timated. The temporal stability, the spectral characteris­
tics, and the distribution of the light intensity on the 
object affect the measurement accuracy in several ways. 
The temporal stability is critical for very short, i.e. less 
than the power supply frequency, and very long image 
acquisition periods. Shuttered cameras (mechanicalor 
electronic) need to be synchronized to the power supply 
of the lighting system when illumination sources which 
vary their light intensity with the frequency of the power 
supply are used. Electronically triggered fluorescent 
lights limit these variations to a few percent. Imaging 
systems requiring longer time spans for image acquisi­
tion, such as cameras with micro-displacement of the 
sensor (e.g. ProgRes 30(0) or cameras with area and/or 
line sensors scanning a larger focal plane require an ex­
cellent long-term stability of the illumination for time 
spans ranging from several seconds to thirty minutes. 
The precise effect of the variation in illumination intensi­
ty on the accuracy depends on the type of sensor and the 
target location algorithm. When employing methods 
which are susceptible to illumination gradients across the 
area of features, e.g. centroiding or Least Squares Match­
ing (LSM, Gruen, 1985), such variations must not induce 
illumination intensity gradients across the features. Ad-
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joining pixels in imagery acquired with micro­
positioning cameras will exhibit the variations over the 
complete acquisition time. Adjoining pixels of images 
acquired with line-scan cameras exhibit the variations 
occurring between the acquisition of individuallines. 

The spectral characteristics of the illumination affect the 
photo response non-uniformity (PRNU) of the sensor as 
well as the modulation transfer function (MTF). Tbe ef­
fect on the PRNU is considered to be negligible at this 
point as the PRNU of current solid-state sensors (pro­
duced for broadcasting applications) is better than 1 % 
(see following discussion of PRNU). Optical crosstalk 
leads to adegradation of the MTF at longer wavelengths 
for front illuminated solid-state sensors. Many cameras 
do thus use an infrared (IR) cut filter to eliminate light 
with a wavelength longer than 800 nm, which has a ab­
sorption length (distance where 50% of photons were ab­
sorbed) of 10 Ilm in silicon. 

The most obvious problem associated with the illumina­
tion is the variation of its intensity due to inherent prop­
erties of the illumination and/or shadows. Only the 
gradient induced across a feature of interest is of impor­
tance (Global differences do not lead to positional chang­
es with typical target location algorithms like Least 
Squares Matching). Thus shadows, Le. borders of shad­
ows, are of great importance. Latter is dependent on the 
type of targets and illumination to be used. Shadows are 
a significant problem with standard targets but virtually 
nonexistent with retroreflective targets, which can in turn 
be affected by local variations in their reflectivity thus in­
ducing similar problems (e.g. oily substances on retro 
targets). The different reflectivity of the surrounding ar­
eas of objects has also been found to lead to gradients of 
the illumination intensity on the object which can result 
in displacements of several hundreds of a pixel (Bey er, 
1992a) 

2.2 Object / Targets 

The type, color, size, and form of a target do obviously 
affect the accuracy. Type (material) and color are factors 
defining the contrast of the target with respect to the 
background. Retroreflective targets exhibit the strongest 
return and can thus be used to provide the highest con­
trast. They can under certain conditions also exhibit more 
uniform reflective characteristics across the field of view 
as the degradation of the light intensity to the image cor­
ners due to the optical system can be counteracted via the 
stronger response as the angle between the illumination 
and the imaging rays becomes more optimal to the sides 
of the FOV (field of view), resulting in a stronger return. 
They are furthermore illuminated by lights on or elose to 
the optical path of the camera, thus eliminating shadows. 

The target size must be considered together with imaging 
scale. Figure 2 gives an empirically determined relation 
between the target size and the internal precision of tar­
get location. Figure 2 a shows the targets ranging in di­
ameter from 2 to 17 pixel. The diameter increases by a 
factor of Ji from target to target. The plot of the inner 
precision indicates the strong improvement for target di­
ameters from 2 to 6 pixels. An internal precision of 0.005 



better than 1 %) indicate the problems. Furthermore only 
local slopes of the DSNU and PRNU across the area of 
targets will result in displacements of the target location. 
The total variation of the light fall-off due to the optical 
system and other influences is thus not relevant. Figure 4 
shows the PRNU of a SONY-XC77CE camera with a 
9 mm lens. The light fall-off to the corners and the irreg­
ularity of the grayvalues are apparent. 

The subtraction of the thermal generated background 
(dark current) via the black reference is not always de­
signed for highest accuraeies. Several different variations 
exist which could potentially lead to very small defieien­
eies as the amount of dark current is already very small. 

The sensor surface can exhibit global and local deforma­
tions as weIl as repetitive surface topography patterns. 
The global deviations have been found to reach 50 ~m 
(Blouke at al., 1987). The surface topography ofthe sen­
sor gates and other functional elements can reach several 
micrometers. The preeise effect thereof on the location of 
image features as a function of the incidence angle is dif­
ficult to ass es as the refraction coeffieients of the various 
elements vary greatly and the preeise location of the sen­
sitive area of the sensor element depends on a number of 
factors. The displacements are not only a function of the 
radius from the image center but also of the direction, as 
structures exhibit row and column wise regularities. The 
advantages of this sUrface topography, as compared to 
film un-flatness, is that the displacement is stable in time 
and should thus be easier to determine. Figure 5 shows a 
cross-section of an Interline Transfer sensor. The elevat­
ed structure of the vertical CCD runs in columns direc­
tion and can be up to a few micrometer higher than the 
photodiode (light sensitive area). 

Gate of verti­
cal eeo 

Photodiode 

Aluminium 
photoshield 

Vertical eeo 
Figure 5 Cross-section through Interline Transfer sen­

sor showing surface topography due to gate 
structure. 

The regularity of the sensor elements can be assessed via 
the performance of the fabrication technology, actual 
measurements of the spaeing, and the PRNU. All three 
sources allow to state that the regularity of the sensor ele­
ment apertures and the spaeing is better than 1 %. 

A review of sensor technology and their performance can 
be found in Beyer, 1992b and the extensive references 
therein. 
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2.5 Electronic Components of Camera 

The electronic components of the camera serve to control 
the sensor, to perform analog signal processing, and to 
generate a video signal as weIl as other (synchronization) 
signals to be transmitted. Cameras with incorporated an­
alog-to-digital converters, differ only with respect to the 
signal to be transmitted. The assessment of electronic 
components refers to off-the-shelf CCD-cameras pro­
duced as consumer products or for CCTV-applications 
(Closed Circuit Television). 

t 
Timing genera­
tion 

Sensor contral 

Prepracessing 
AGC 

--. LPF 
Clamping 
Gamma correction 
White clipping 
Aperture correction 

Blanking 

--. Synchronization 

Figure 6 Block diagram of a typical CCD camera. 

The analog preprocessing inc1udes numerous signal pro­
cessing schemes to enhance the signal-to-noise ratio and 
to eliminate electronic disturbances such as c10cking 
transients from the sensor charge readout (e.g. correlated 
double sampling). Automatic gain control (AGC) assures 
a constant average image brightness with a feedback 
loop and signal amplification. This feature is helpful for 
human observation and certain applications but can in­
duce unwanted intensity variations of features due to 
changes in other areas of the image (e.g. change of the 
background of an object). This can also be performed 
with a variation of the exposure time. The low pass filter 
(LPF) eliminates c10cking transients and high frequency 
artifacts. They frequently exhibit an asymmetric im­
pulse-response, reduce the MTF, and lead to ringing and 
a feature shift (e.g. Dähler, 1987; Lenz, 1988; see investi­
gation of LPF of frame grabber). Clamping and white 
c1ipping limit the signal level to the video specifications. 
The analysis of temporal noise as a function of the gray­
value can indicate another defieiency of a camera. It was 
found for several cameras that saturation is reached be­
fore the maximum video signal level is attained. Effects 
of gray level shift and a non-linear transfer function are 
only of relevance for radiometric analysis of the imagery 
and should not affect the three-dimensional measurement 
accuracy. Gamma correction compensates for the non­
linear transfer function of TV-monitors. It destroys the 
excellent linearity of the sensor and should thus not be 
used if a linear transfer function is required. Aperture 
correction serves to improve the MTF, but eventual alias­
ing components will be enhanced as weIl. Contour cor­
rection, similar to an edge filter is inc1uded to enhance 
the visual impression, but can lead to degradations which 
are similar to those of the LPF. 



The synchronization and blanking signals are added dur­
ing signal generation. It was found that some infonnation 
may be lost as the time available during the active image 
period is insufficient to submit the complete image data. 
Furthennore it was found that some pixels on the border 
are significantly darker, assumed to originate form the 
signal mixing. The synchronization signals must be de­
rived from a master dock to enable a stable locking of 
the frame grabber onto the video signal (Beyer, 1988; 
Baltsavias et al., 1990). 

2.6 The Frame Grabber 

Frame grabbers do often indude a multitude of process­
ing capabilities. The following discussion is limited to 
functional elements involved in image acquisition from 
monochrome imagers. 

Figure 7 shows the major functional elements of a frame 
grabber. The analog front end indudes the impedance 
matching circuitry, the DC-restoration, analog offset, and 
analog gain control. Proper impedance matching is re-

..... 1 A_n_a_lo~g_fr_on_t_e_nd_---II-.. .... 1 A_D_C ____ -I 

~ 
Sync detection 

Synchronisation 

Timing generation 

I Signal output 

-..1 Data buffer 

Figure 7 Typical image acquisition components of a 
frame grabber. 

quired to circumvent signal rcflections. DC-rcstoration 
removes the blanking level from the video signal. The 10-
cation in time of the blanking signal and the quality and 
stability of the subtraction have been investigated. 
Wrong timing of the blanking signal sampling was found 
to lead to a variation of the subtracted signal level of over 
4 grayvalues within up to 100 lines. This can induce a 
geometric displacement similar to local illumination gra­
dients. The fall-off of the sample-and-hold mechanism 
used in many DC-restoration circuits was found to result 
in a uniform change of the background which can be dis­
regarded. This small variation can be seen in Figure 8 as 
a slow increase of the image brightness from left to right. 

The temporal noise characteristics of the frame grabber 
havc been shown to be dose to the theoreticallimit of the 
analog-to-digital converter. More problematic are sys­
tematic patterns such as those shown in Figure 8. The or­
igin of both the horizontal bands and the periodic phase 
patterns running at an angle of 45° could not be deter-
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mined. They are assumed to originate from the host com-

Band with 
lower gray­
values 

Brighter area show­
ing the "phase pat­
tern" 

Figure 8 Average frame showing typical patterns of the 
frame grabber. 

puter and other electronic components as they depend on 
the frame grabber board and its position in the chassis. 
The observed patterns can lead to displacements similar 
to those of local illumination gradients. The displace­
ments from the "phase pattern" are dependent on the size 
and location of the target with respect to the pattern. The 
maximum influence was estimated to reach several hun­
dredth of the pixel spacing as the peak-to-peak variation 
of the phase pattern is 4 to 6 grayvalues. 

A strong integral non-linearity of the frame grabber was 
detected and appears to be typical for many frame grab­
bers. It must be considered when perfonning radiometric 
corrections and radiometric operations but is of no im­
portance when considering the position of circular tar­
gets. 

Figure 9 Image of a verticalline without and with LPF 
showing the assymmetric impulse response 
and ringing when the LPF is used (b). 



The impulse response and the modulation transfer fune­
tion of the frame grabber, espeeially of the low-pass-fil­
ters whieh might not be adapted to the signal frequeneies, 
have several effeets. On one hand the loeation of features 
will be displaeed due to the asymmetrie impulse re­
sponse. Furthermore the internal preeision will be de­
graded as the contrast of (smali) targets is degraded due 
to the reduetion of the MTF. Figure 9 a shows an image 
of a vertiealline aequired with a MAX-SCAN frame 
grabber without its seleetable LPF. Figure 9 b shows the 
same image aequired with the LPF. The asymmetrie im­
pulse response and the ringing are evident. 

A faetor with signifieant importanee is the performance 
of the synehronization. Figure 10 shows the position of a 
line in imagery aequired with PLL line-synehronization 
(Figure 10 a)and with pixelsynehronous sampling (Fig­
ure lOb). PLL line-synehronization ean induee a geomet­
rie deformation (in first order a shear) reaehing several 
tenth of the pixel spacing as weIl as linejitter. The shear 
ean be eliminated when HSYNC and VSYNC signals are 
used for synehronization instead of the CSYN of eom­
posite video signals. Pixelsynehronous sampling reduees 
~ynehronization errors to below 0.005 pixel. 118 stability 
IS a faetor of 20 better than for PLL line-synehronization 
via CSYNC signals. The random positional ehanges of 
linejitter ean be eliminated by averaging whereas the 
geometrie deformation eannot be eliminated through av­
eraging. It ean on the other hand be modeIled by indud­
ing a shear as additional parameter. It must nevertheless 
be expeeted that pixelsynehronous frame grabbing pro­
vides for a higher aeeuraey than PLL line-synehroniza­
tion, whether or not that ean be translated into a higher 
three-dimensional aeeuraey must be verified. 
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Figure 10 Position of a vertiealline with PLL line-syn­
ehronization (a) and pixelsynehronous sam­
pling (b). 
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2.7 Signal Transmission and Synchronization 

Signal Transmission and synehronization are after tem­
perature the faetors leading to the largest radiometrie and 
geometrie disturbanees. Image data transmission with 
digital signals and analog signals using PLL line-syn­
ehronization as weIl as pixelsynehronous frame grabbing 
were analyzed. It eould be shown that the geometrie per­
formance of pixelsynehronous frame grabbing is identi­
eal to digital transmission and thus without loss. PLL 
line-synehronization leads in eonneetion with the deriva­
tion of the frame grabber synehronization signals from a 
CSYNC signal to a shear reaehing several tenths of pix­
els as weIl as linejitter. These effeets were both deter­
mined via an investigation of the frame grabber and an . 
investigation using MEGAPLUS and SONY-XC77CE 
eameras. It should be noted that linejitter does lead both 
to geometrie and radiometrie instabilities. Methods for 
the evaluation of the synehronization performance ean be 
found in Beyer, 1988 and 1991. 

2.8 Temperature 

The temperature plays a signifieant role for the internal 
precision of measurements and such the aeeuraey to be 
attained. Warm-up-effeets oeeurring after a eamera, and 
to a lesser degree frame grabber, were switehed on ean 
lead to large variations in image positions. These were 
found to reaeh several pixels for PLL line-synehroniza­
tion. For a SONY-XC77CE a displacement of 0.005 pix­
el in x and 0.1 pixel in y was deteeted within the first 
hour with pixelsynehronous frame grabbing. An internal 
stability ofbetter than 0.01 pixel in x and y aftera maxi­
mum of three hours eould be verified for periods of sev­
eral hours. The deformations oeeurring during warm-up 
with pixelsynehronous sampling are attributable to ther­
mal deformations of the assembly. The larger variations 
observed with PLL line-synehronization are eonneeted to 
variations of the dock frequeney indueed by the temper­
ature change during warm-up. 

2.9 Averaging 

The internal precision of positioning ean be improved by 
averaging. It was found that for pixelsynehronous sam­
pling an improvement eorresponding to theoretieal ex­
peetations ean be aehieved for at least up to 5 frames. 1t 
eould not be verified for longer sequenees as the averag­
ing was performed off-line and only 5 frames were ae­
quired eonseeutively. If the time between series is several 
minutes other (eleetrieal and meehanieal) effeets limit 
the improvement. It would thus be an advantage to use 
real-time averaging over a number of frames for appliea­
tions where a stable configuration is given. 

3 THREE-DIMENSIONAL ACCURACY 

3.1 Testfield and Network 

The three-dimensional aeeuraey of a SONY-XC77CE 
eamera was investigated and verified using a three-di­
mensional testfield. The part of the testfield used in the 
test eontains 162 targets plaeed on a wall and on 5 alu-



mini um bars of a testfield structure. The targets span a 
volume of2.6 x 2.0 x 1.1 m3(see Figure 12). The coordi­
nate system is placed such that the X and Y axes are 
within the plane of the wall with the X-axis parallel to 
the floor and the Z axis points away from the wall. The 
coordinates of 86 targets were measured with theodolites 
both before and after the imagery for the test was ac­
quired. The coordinates were determined with a preci­
sion of 0.02 mm in X and Y and 0.03 mm in Z. The 
targets are photographically produced black circles with 
a diameter of 20 mm on white background with a sm all 
white dot in the center for theodolite measurements. The 
centricity of the targets used for the theodolites is within 
5 to 6 Jlm of those used for the CCD-cameras. 

Figure 11 shows the testfield with camera, theodolite, 

Figure 11 Testfield, illumination, camera, and theodolite. 

lights and curtains. The lights and curtains were placed to 
generate a diffuse uniform illumination. The rods of the 
structure and the camera fixture create visually almost 
undetectable shadows on the wall. The local illumination 
gradients are stable for shadows from the rods ofthe test­
field rods but vary their location for each position of the 
camera stands. 

The network and testfield are depicted in Figure 12. Im­
ages were taken with a SONY-XC77CE camera 
equipped with a FUJINON 9 mm lens at 24 stations with 
a roll of zero and 90 degrees. Both pixelsynchronous 
frame grabbing and PLL line-synchronization was used, 
each generating a set of 48 frames. This allows to investi­
gate the effect of the synchronization on the three-dimen­
sional accuracy. The image size is 728 x 568 pixel with a 
spacing of 11 Jlm in x and y. 

The image sc ale varies between 1 : 200 and 1 : 560. The 
targets are thus imaged onto 3.3 to 9 pixels (diameter be­
tween inflection points of grayvalue profile) when ex­
cluding geometric foreshortening and other degrading 
effects. The internal precision of the target location for 
this size was experimentally determined to be in the 
range of 0.005 to 0.01 pixel. The targets were imaged in 
36 images on average. 
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Figure 12 Testfield and camera network. 

Figure 13 Image grabbed at leftmost station showing the 
large variation of image scale and the oblique­
ness. 

3.2 Procedure and Mathematical Modelling 

The pixel coordinates of all targets were measured semi­
automatically with least squares matching (LSM). The 
pixel coordinates were subsequently transformed to pixel 
coordinates with the pixel-to-image coordinate transfor­
mation (see Figure 14 for the definition ofthe coordinate 
systems): 

x == (Xl -xl
p

) xpsx (1) 

y == (y'p - yl) X psy (2) 

with: 

x, y ............... .image coordinates 

x' , y' ............. pixel coordinates 

x I p' yl P ....... .location of principal point in pixel 

psx, psy ......... pixel spacing in x and y 



y 

x' 

pixel 

x 

y' psx 

Figure 14 Pixel and image coordinate systems. 

Additional parameters modelling the interior orientation, 
a scale factor in x, a shear. radial symmetrie lens dis tor­
tion, and decentering distortion was formulated as: 

~ x = ~ xp - ~ ~ c - X sx + y a + xr2K1 + (3) 

xr4K2 + xr6K3 + (r2 + 2x2) PI + 2xyP 2 

~y = ~yp-~ ~c+xa+yr2Kl + 

yr4K2 + yr6K3 + 2xyP 1 + (r2 + 2y2) P 2 

with: 

x - x x y - y y , r = Jx2 + y-2 - -p' --p 

~p' ~yp' ~c . change of interior orientation elements 
Sx ................... scale factor in x 
a .................... shear 

(4) 

(5) 

K l' K2, K3 .... first three parameters of radial symmetric 
distortion 

PI' P2 ............ first two parameters for decentering distor­
tion 

The location of the principal point is not specified for 
most CCD-cameras and varies from camera to camera 
and depends on the configuration of the frame grabber. 
The scale factor in x is required to model the imprecise 
specification of the sensor element spacing and addition­
al imprecisions introduced with PLL line-synchroniza­
tion. In latter case the pixel spacing in x must be 
computed from the sensor element spacing, the sensor 
dock frequency and the sampling frequency with: 

with: 

fsensor 
psx = ssx---

fsampling 

psx ................ pixel spacing in x 
ssx ................. sensor element spacing in x 
fsensor .......... sensor dock frequency 
fsampling ...... sampling frequency of frame grabber 

(6) 
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The shear (a) must be included to compensate for the 
geometric deformation induced by PLL line-synchroni­
zation as discussed above. 

3.3 Accuracy with Pixelsynchronous Frame 
Grabbing 

The results of several versions of bundle adjustments and 
accuracy verifications are given in Table 2. The large in­
fluence of the modelling of systematie errors is dernon­
strated with versions 1 and 2. Version 1 is computed with 
the initial values for the pixel-to-image coordinate trans­
formation and the interior orientation and without addi­
tional parameters. The initial values of the pixel-to­
image coordinate transformation (equations (1) and (2)) 
were derived from the camera and frame grabber specifi­
cations and settings. The camera constant was computed 
from the focal length and the focussing distance by the 
lens formula. Version 2 uses updated values for the trans­
formation and the additional parameters of equations (3) 
and (4). The large improvement of the accuracy by fac­
tors reaching 70 is primarily due to the modelling of dis­
tortion. Table 1 gives the initial and adjusted values for 
the pixel spacing and the interior orientation elements. It 
can be seen that the changes to the pixel spacing and the 
camera constant are in this case rather small. The change 
in the location of the principal point corresponds to 3 
pixel in x and 10 pixel in y. The precision of the location 
of the principal point and the camera constant are each 
determined with aprecision better than one micrometer. 
The large distortion of the lens, exceeding 10 pixels at a 
radius of 3.6 mm, is apparent as a bending of the testfield 
rods in Figure 13. . 

Parameter 
!IDtlal AOJuStea ~tanaara 

value value deviation 
t'lxel spacmg In x 

0.011 0.0109995 0.0000036 
[mm/pixel] 

Pnnclpal POInt In x 
0.0 0.0323 0.00031 

[mm] 
wnnC1pal POInt In Y 

0.0 0.1191 0.00025 
[mrn] 

Camera constant 
9.0 8.9821 0.00018 

[mm] 

Table 1 Initial and ad justed values of pixel spacing 
and interior orientation elements with their 
standard deviations (from version 2). 

The results of version 2 indieate a large discrepancy be­
tween the theoretieal precision estimates (Gx, Gy, Gz) 
and the empirical accuracy measures (Jlx, Jly, Jlz). Large 
degradations were found to be due to local intensüy vari­
ations. It was shown in an investigation that the effect of 
these gradients, due to shadows arid differing reflectivity 
of surrounding areas of the testfield, could be decreased 
by using a sm aller template (5 x 5 instead of 7 x 7). The 
results of these measurements are given in version 3. The 
accuracy in image space was thus improved by a factor 
of 1.3. The smaller template nevertheless only decreases 
but does not eliminate the effect of the local illumination 
gradients. It was thus decided to remove the targets with 
strong illumination gradients. This led to another im­
provement by factors up to 1.4 as indicated by the com­
parlson of versions 3 and 4. 



Version AP Co Ch 0'0 
crx 

r 
[rnrn] 

1 0 30 56 11554 11.7 0.027 

2 10 30 56 11547 0.36 0.027 

3 10 30 56 11547 0.42 0.023 

4 10 30 40 9879 0.42 0.023 

5 10 30 38 8969 0.38 0.026 

6 10 30 38 8963 0.46 0.033 

Improvement 1 / 2 325 1.0 

Improvement 2 / 3 0.9 1.2 

Improvement 3/4 1.0 1.0 

Improvement4 /5 1.1 0.9 

Improvement 6 / 5 1.2 1.3 

Table 2 Results ofbundle adjustment and accuracy 
verification. 

AP ................. N umber of additional parameters 
Co ................. Number of control points 
Ch ................. Number of check points 
r .................... Redundancy 
0' 0 ...•....•........ Variance of unit weight aposteriori 
O'X, O'y, O'z. Theoretical precision of check point coor­

dinates 
J..lx, J..ly, J.lz·····Root Mean Square Error from comparison 

to check point coordinates in object space 
J..lx, J.ly •••••••••••• Root Mean Square Error from comparison 

to check point coordinates in image space 

The plots of checkpoint residuals of version 4 exhibit 
further systematic discrepancies which were traced. The 
small imaging scale and oblique imaging of targets on 
the rods of the testfield structure led to an influence of the 
(darker) background on the target area. This resulted in 
displacements comparable to those of local illumination 
gradients. Targets which were imaged too obliquely were 
eliminated for version 5. The relative precision of ver­
sion 5 corresponds to 1 part in 100000 for both the X and 
Y axis. The relative accuracy is 1 part in 50000 for the 
same axes. The accuracy in image space corresponds to 
l/85th of the pixel spacing. An accuracy of l/5oth of the 
pixel spacing can be attained when using a minimum da­
tum only. This difference might appear large, but must be 
partially attributed to residual effects of local illumina­
tion gradients, which are partially absorbed when using 
more control points. These effects reached 0.03 pixel for 
the targets which were eliminated in the step from ver­
sion 3 to 4 and are assumed to reach 0.02 pixel for other 
targets still in the data set. Systematic discrepancies can 
also be detected for targets in columns as shown in the 
plot of the differences to checkpoints in Figure 15. The 
overall accuracy improvement in image space attained 
by using a smal1er template and eliminating targets with 
large degradations (version 2 to 5) is a factor of 1.8 and 
1.7 in x and y. 

O'y crz J..lx J..ly J..lz J..lx J..ly 

[rnrn] [rnrn] [rnrn] [rnrn] [rnrn] [J..lrn] [J..lrn] 

0.023 0.035 4.207 4.063 3.657 12.13 11.98 

0.023 0.035 0.086 0.058 0.114 0.24 0.22 

0.019 0.029 0.068 0.055 0.084 0.19 0.17 

0.019 0.028 0.062 0.039 0.056 0.16 0.14 

0.020 0.032 0.052 0.040 0.048 0.13 0.13 

0.025 0.039 0056 0.039 0.061 0.14 0.14 

1.0 1.0 48.9 70.1 32.1 505 545 

1.2 1.2 1.3 1.2 1.4 1.3 1.3 

1.0 1.0 1.1 1.4 15 1.2 1.2 

1.0 0.9 1.2 1.0 1.2 1.2 1.1 

1.3 1.2 1.1 1.0 1.3 1.08 1.08 
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Scala for Points ___ 500.000 [_] 

Scala for Vectors _ 50.000 [ .. kron] 

Targets on rads of front structure 

Targets in columns on wall 

Figure 15 Differences to check points ofversion 5 (test­
field as viewed from top). 

3.4 Accuracy with PLL Lin~-Synchronization 

The imagery was acquired at identical positions with pix­
elsynchronous sampling and PLL line-synchronization 
within 30 seconds of each other. It is thus possible to 
compare the effect of the synchronization on the three-di­
mensional accuracy under practically identical condi­
tions. The image coordinates were again measured with 
LSM using a 5 x 5 template and the targets which were 
eliminated due to local illumination gradients and too ob­
lique imaging conditions on the rods were removed from 
the data. Figure 16 shows a comparison of the image co­
ordinates for 6 frames acquired at the left topmost station 
(see Figure 12). The average displacement between the 
two images of 0.125 and 1.988 pixel in x and y was re­
moved before the plot. The average displacement in x 
was attributed to a difference in the sampling point and 
the difference in y was due to differences in the settings 
of the frame grabber for the selection of the active image 
region in vertical direction for the two acquisition modes 
(the determined value is only 0.002 pixel off the actual 
difference of 2 pixels). The large geometric deformation 
and instability (especial1y in x) of PLL line-synchroniza­
ti on is apparent from the figure. The RMS value of the 



discrepancy is 0.1 pixel in x and 0.05 pixel in y. The re.,. 
sults of the bundle adjustment (version 6 in Table 2) 
show that the accuracy is only slightly degraded as com­
pared to that of pixelsynchronous frame grabbing. This 
elose agreement of the results is attributable to the high 
degree of redundancy and indieates that the accuracy is 
limited by effects other than the synchronization. The 
shear determined by the additional parameters in the 
bundle adjustment is in good agreement with the values 
computed in the analysis of the frame grabber and of sig­
nal transmission. 

Figure 16 Differences of image coordinates between 
PLL line-synchronization and pixelsynchro­
nous samp~ing for 6 frames. 

The results of the two synchronization methods were fur­
ther analyzed by using the object coordinates obtained in 
aversion with minimum control and pixelsynchronous 
sampling as reference coordinates for aversion of the 
PLL line-synchronization imagery with identieal control. 
The RMS difference of the object space coordinates are 
0.036, 0.033 and 0.044 mm in X, Y, and Z respectively. 
The accuracy in image space is 0.11 and 0.10 pixel in x 
and y respectively. This shows that an internal precision 
of three-dimensional measurements of 0.01 pixel can be 
attained when identical illumination and imaging condi­
tions are present. The RMS differences correspond to 1 
part in over 70000. 

3.5 Limiting Factors 

The theoretical precision estimates and the empirical ac­
curacy measures of version 5 differ by a factor of 2 in X 
and Y and 1.5 in Z. Potential origins of this large differ­
ence were consequently investigated. 

The precision of the reference coordinates is insufficient 
to verify this accuracy level. When correcting the theo­
retical precision estimates for the precision of the refer­
ence coordinates and the centricity of the targets used by 
the theodolite and CCD-cameras the difference to the 
empirical accuracy measures is decreased to factors of 
1.6, 1.4, and 1.1 in X, Y, and Z respectively. It was al­
ready noted above that the comparison to the reference 
coordinates exhibit systematie differences (see Figure 
16). These could at least in part be attributable to effects 
of smaller local illumination gradients. This was also 
found in other studies through slight variation of the illu-
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mination conditions. The effects of the use of an affine 
transformation instead of a perspective transformation in 
LSM was also investigated. Considering that the average 
error will result in a shift it was coneluded that the effect 
thereof can be neglected as compared to the infiuence of 
local illumination gradients. A further modelling with 
supplementary additional parameters (Brown, 1976 and 
Grün, 1978) was attempted but did not lead to any im­
provement. 

It was thus coneluded that the accuracy in this test was 
primarily limited by the local illumination gradients, the 
non-uniform background, the small image scale, and the 
large difference thereof. Local illumination gradients 
could be eliminated by the use of retro-reflective targets. 
The non-uniform background can be improved on by de­
signing a larger area around the targets. The image scale/ 
target size in the imagery, i.e. the number of pixels onto 
whieh a target is imaged, can be improved by using larg­
er targets and/or a camera with higher "resolution". The 
first option is not always practical. The target diameter of 
20 mm across a 2.6 m large object is already quite large 
for practical applications. This can in fact be improved 
with retro targets as their return is much better and scat­
tering significantly increases the apparent diameter in the 
imagery. A high "resolution" camera, i.e. a camera deliv­
ering over 1024 x 1024 pixels, would also reduce the ef­
fects of local illumination gradients and non-uniform 
background as the area surrounding the target affecting 
the target localization is smaller. Finally the large varia­
tion of image scale could be reduced when using a longer 
focallength than the 9 mm lens used here due to space 
restrictions. 

4 CONCLUSIONS 

The radiometrie and geometric characteristics of a num­
ber of elements involved in image acquisition with digi­
tal imaging system have been outlined and their effects 
on the accuracy of three-dimensional photogrammetric 
measurements discussed. A number of sources leading to 
potential degradations have been located. The perfor­
mance of off-the-shelf equipment was demonstrated with 
a three-dimensional accuracy test. It could be shown that 
accuracies of l/85th of the pixel spacing can be attained. 
It was found that accuracies comparable to pixelsynchro­
nous frame grabbing can be attained with PLL line-syn­
chronization when a highly redundant network is used. 
The limitations indicate that even higher accuracies 
should be attainable under better environmental condi­
tions as no limitations found so far are of a fundamental 
nature. It can thus be expected that accuracies approach­
ing the 1/100th of the pixel spacing can indeed be at­
tained. 
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