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It is a well known method for computing the theoretical pre-

cision. But this classical method can only be used with the com-
putation of attitude simultaoneously.

How we intend to derivate the formulas suitable for pro—thlmc-—
ting the atti tude precision with the above method.

at first, we analyse the theoretical precision of attitude in the
the case of 4 and 9 stars. Assume that the stars are

of sSymme-
tric distribution as shown in fig.1

Y

4 stars used in compulalion 9 slars used in compulaion

Frg. 1.
By a lot of derivation, according to the above classical method
we can get:

in the case of 4 stars

My,
Q=% “Tig
- s _ f
Qo™ = 4(zd“+f“+2f‘c(“) (5)
Nk,
Q3}= 772)1( gdz t 925 sz

in the case of 9 stars

_ Ma,
Q=7 ~ oy R
Q = mo%z f 2 7z (6)
27 78, T jod*+IfF 2 fd

— M}z(a — / 2
&)5_ mi —/26[,2'—‘-@0:.@2"

1

ne varying rule of precision for ti

the calculated attitude in
Egs.(5) and (6) is dirferent from that shown in the corr

espon-
ding empirical Tormulas in "Manual of Photogramnetry'([3].
These empiriczl formulas zre:
Jo= _..“/..:2-__ L ex
&= J2 . mx
K™ zn-3 L
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It will be seen from this that tgs.(7) seem to be not so ideal

to provide estimated precision and show its varying rule.

But the given formulas (5) and (6) are only suitable for the
above case, In practice, there need be a set of general formu—
las that can be suitable for all cases. In fact, it's impossi-
ble to derive the rigorous formulas, we can only get approxi-
mate trormulas. ASsume that n stars are distributed as shown

in rig.2, ahd then derive the estimaled formulas for n stars.
These formulas can be used instead of the general ones appro-
ximately.

;29' 2.
In Fig.2, the locations of n stars takes the style of Pig.t,
with different values d, we get

— 'ﬂt&o _ { _
&H - me ~ C0S%8, sz.
Q,,= Ms, _ 5eF
2° my T 2O D) e [Grer 16+ SUF T Fis g4 (8)
— mzKQ _ ' 3 5 .
=0 = s aE T L

If we aon't consider the principal distance is much longer

than d, we may get

Q.= 3 D)
27 20 D P LE+3n4>
In order to check the exactness of these tformulas, some trsts

are made in slectronic Computer DJ-220. The results ure lis-

ted in the Iollowing table.
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Compartson. of the EsTlimalec Precisjon™

323

et | ke | 7, | G |
theorelic | 47563 3/820 | 17496

5 (7) /.766 /. 766 5.297
(8) 4.2/3 3.8/8 18.093
ffé@o”é‘}& 2.964 | 2.686 1. 274

9 (7) 0.774 0.774 2.322
(8) ‘ 2:970 2.692 15.134

theorelie | 9gy [.797 10.560

15 (7) 0.370 0.370 [ 109
(8) /.985 1.799 /].180

’fﬁe@f’iﬁ;& /. 705 /.545 9. /88

18 (7) 0.285 0.285 0.855
8) /708 - /. 548 9.886

theorelic | 626 1474 9./69

20 (7) 0.255 0.255 0.766
&) /. 628 /. 475 9.552

D/zaof’ﬁcgje/ | o3 /272 8.33)

25 (7) 0.194 0./94 0.58]
(8) I 404 /.272 8.452

X,=/20° , 4 =25°

Vi Kozjo 5 md:‘gﬂm.
The theorelic value s ocblasnecl. by E;s.@) .
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Cenclusion

The formulas of estimated precision presented ia this paper
are exact and can be used in practice. It seems to be not so

ideal to estimate attitude precision with Egs.(7).

The precision of «, . ¢, .k, is different trom each other in the
computation of attitude of the stellar camera, where the preci-
sion of J. is the best, and that of K, is the worst.

The precision of . depends on the location of the star

o

images and the principal distance, and has nothing to do with
the value of X,. &, ), .

The precision of &, has something to do with d, and is in-
versely proportional to cosd;. The greater the value of d. is,
the lower the precision of X, is. But the M, Cosé is constant.

The precision of K, primarily depends on the size of thefield
wnere the star images distribute, and it is also under the
influence of d; . The greater the value of é:is, the greater

the influence of it is, and the lower the precision of K, is.

The relation of the precision and the number of the stars to
be used in computaticn is shown in Fig.3. Irom rig.3, it may
be seen that when the number of the used stars wnich are of
uniZorm distribution is more than about 20 stars, to increase
the number of the used stars again is impossidle to raise the

precision of the result obviously.

Part of the tes®t is bone by E LIXUN and HUANG WeNBIN.
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Fig.3. Precision vs Number of Stars
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