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ABSTRACT

A working group has conducted an international comparative test based on a
resolution from the ISPRS Congress in Hamburg. The objective of the test
was to study the relations between methods for data acquisition, interpola-

tion, resulting accuracy and type of terrain.

Six test areas were selected, which have different topographic structures
varying from smooth rolling farmland to very steep mountains with forest in
the valleys. Fifteen organisations have produced DEMs from aerial photographs
in scales 1:4000 - 1:30 000. The DEMs have then been used for the derivation
of elevations in a set of check points, the locaticns of which were unknown
when the DEM was measured in the stereoinstrument. The elevations of these
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values.

fl

check points were then compared with their "true

The "true" errors found in the check points are presented and analysed.
After elimination of blunders the remaining errors are composed of systema-
tic and random parts. The systematic parts can originate from the reconstruc-
tion of the stereomodel, from the interpolation of the DEM, and from effects
of the vegetation height. The size and distribution of the "true" errors

are presented in Tables, Diagrammes and Illustrations. Errors of functions

-

of the DEM (e.g. slope and curvature) are also studied.

1 RESOLUTICN

The 14th Congress of the International Society for Photogrammetry held in
Hamburg 1980 accepted a resolution saying: "The Congressnoting that Digital
Terrain Models have been studied for a long time and a resolution for con-
tinuing those studies was made at the 13th Congress, recognizing the
importance of the results of such studies to practice, recommends that
further studies, including comparative tests, be performed in such relevant
areas as resampling and accuracy aspects”. This resolution was the basis
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for establishing the working group No 3 of Commission ITI with the name
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Mathematical Aspects of Digital Terrain Information. K Torlegdrd was elected

chairman of the group and Mr Anders Ustman, M Sc, has been appointed secre-
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tary, both persons at the Department of Photogrammetry at the Royal Institute
of Technolegy in Stockholim.

2  EXPERIMENTAL PLAN

As stated in the resolution a comparative test has been organised. Th
main objective of the test can be summarized as to studv the relation

0w o

1 7 e = = T3 i Y &1 + < T, 3 44
petween methods of sampling (measuring) the terrain, approximation
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(interpolation) function for the elevations, and the accuracy of derived

(resampled) elevations from a digital elevation model (DEM). The test




is restricted to photogrammetrically measured digital elevations models
available for practical applications. It is recognised that the type of
terrain has an important influence on the relations to be studied. For
that reason six different arsas have been selected for the test.

2.1 Test Materiazl

For each of the six test areas there are two sets of aerial photographs

at different scales. The smaller scale photcographs are used by the parti-
cipants to measure the terrain elevation and the larger scale is used

for determinaticn of the "ground truth" for the succeeding accuracy
analysis. Each participant is asked to derive two DEMs for each area, one
DEM more accurate than the other. The accuracy requirement is vaguely
stated; in most cases stated as DEMs applied to contouring in given map
scale and given contour interval; in a few cases as DEMs applied to volume
calculation of earth masses with tolerances in m®/ha. The test specifications
are summarized in Table 1. Each participant was also asked to predict mea-
sures of accuracy that he can specify himself. The intention was to check
his prediction against the "ground truth". His type of specification of
accuracy could be chosen freely, e.g. standard error, maximun error,
systematic error, error distribution parameters, etc. Data were collected
on instrument type, sampling mode, approximation function, computer used,
time and cost estimates for the production of the DEMs, etc.

2.2 Test Measursments

The testing procedure was as follows. The participants were given the aerial
photographs, camera calibration data, ground control for orientation, and
border lines for the DEM test areas. When they had used the photographs

and generated their DEMs they sent the photographs back to the project
leaders, and in return they got data for the orientation and size of a test
grid. Each test grid comprises scme 2500 check points. The participants
were asked to derive from their DEMs a new set of resampled elevations in
the test grid nodes. Depending on the practical routines of the participant
" this was a primary or a secondary generation of DEM values.

2.3 Ground Truth
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The "ground truth" of the DEM was determined by the test centre in Stockholm
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using the larger scale photography and static measuring in the test grid
nodes.

The test grid nets are randomly located in the test areas (translation,
rotaticn) compared with ground co-ordinate systems. The mesh-width of the
grid net is randomly chosen within a range suitable for the size of the test
area and under the condition that we want around 2500 check points in each

area.

The two German test areas as well as the Norwegian one are very well target-
ted in both hich and low altitude photographs and co-ordinates are available
in a common system for each test area. In three Swedish test areas however,
we had to establish ground control both in planimetry and elevation. This was
done by aerial triangulation of high and low altitude photographs simultan-

ecusly.
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Measurement of ground truth in low altitude photographs has been performed
by two operators and in two different photogrammetric instruments. The
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struments used are the analytical plotters Wild Aviolyt ACT and Zeiss
Planicomp C-100. The analytical plotters were available to us by courtesy
of the National Road Administraticon and the National Land Survey.

When comparing the two sets of elevation data (one for each operator)
it was found that

1 a number of check points were measured by one of the operators only

2 there existed considerable differences between elevation values
for certain check points.

Existing differences are results of lack of unity between operators
regarding measuring in dense vegetation (forest) and some gross errors

due to inexperience with the software of the analytical plotters. It can
alsc be said that the software used could be better designed in scme aspects
to enable more operator control.

These differences ketween the two sets of check data led to the development
of a computer assisted editing procedure performed in a Wild Autograph AS.
All the low altitude models are worked through in search for check points
with only one measurement and check points with large differences between
measurements. The check points can be deleted or additonal measurements

can be made. The result of the editing is that all check points left in

o

the material have at least two measurenents.

The resulting precision of the z-co-ordinates of the check points is now
estimated from the differences between the replicated measurements and their
corresponding means. To get the final accuracy we have to add the variance
compeonents of image and control. The result is shown in Table 2. It-is given
in meters on the ground and in per mille of the flying height of the DEM
photograph.

by

2.4 The Questionnaire

For each of the DEMs the participants were asked to answer questions con-
cerning photogrammetric instruments, standard errcors in relative and absolute
orientations of the stereomodels, expected accuracy of the DEM sampling mode,
number of sample points, time used, classification of terrain, type of inter-
polation of DEM, computer used, and cost estimates for the measurements and
the computations of the test. The information obtained from the questiocnnaires
is condensed in Tables 3 and 4.

3 RESULTS
3.1 Unfiltered Errors

The differences in the check points between the terrain elevations computed
by the participants from their DEMs and the corresponding ground truth
elevations are called unfiltered errors. For each DEM has been camputed the
number of points, the range of the errors, thelr root-mean-square (rms),
mean, standard deviation, median, mode and skewness. Histograms have been
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plotted. Complete results can be obtained from the author.

The rms of the unfiltered errors are shown in Figure 1. The rms-values have
been normalised to the image scale by division by the flying height. The
result should then depend on e.g. terrain type, sampling type and density,

specified accuracy requirement, DEM interpolation method. The fully drawn
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lines in Figure 1 show the size of 1/3 of the specified contour interval

for high and low accuracy requirement respectively. For area F the volume
tolerances are converted to constant elevation errors. It can be noted that
most of the DEMs intended to meet the low accuracy regquirement do so, except
for area D. Just a few of the DEMs can meet the high accuracy requirement.
It is not very much difference between the DEMs for high and low accuracy.,
but on the average those which are intended to be more accurate, they are so.
The maximm errors are plotted in Figure 2. The variation of the maximum
error petween the areas is similar to that of the rms. The ratios between
the maximm error and the rms vary from 4 to 25. The large values appear

in area D which has the most rugged, steep and difficult terrain. Except

for area D and one single DEM the ratios vary from 4 to 8.

The participants were asked to give estimates of the accuracy to be expected
from their DEMs. Most of them used rms and maximum error to estimate the
accuracy. One used mean and standard deviation. They were converted to rms.
In Figure 3 the estimated rms is plotted against the achieved one. The lines
show constant relaticns between estimated and achieved accuracy. Almost all
have underestimated the rms for area D rather much. The estimates for areas
A, B and E are fairly good. However, except for area D, the general tendency
is that-the estimated rms should be increased some 30% to arrive at the real
accuracy. It is quite clear that the maximum error is very difficult to
estimate and it is recommended not to use it as a predictor of accuracy.

The DEMs noted A, B and C have mixed character of relief, while the D, E

and F models are more homogenecus. For A there are parts of forest in the
otherwise cpen landscape. In B there is a stone pit in the natural landscape.
In C there are highways passing a wild park. Masks have been defined for

the parts of the models where the accuracy is supposed to be inferior due to
the effect of vegetation or artefacts. The DEMs over areas A, B and C have
been subjected to the same analysis as above but with separation within and
cutside these masks. The results are shown in Figures 4 and 5.

The rms is larger within the mask than cutside. Thers are just a few ex-
ceptions from this rule. The maximm errors on the other hand behave quite
different. Their size does not seem to have anything to do with the loca-
tion within or outside the masks.

The errors of a DEM are not independent. Errors in close points are more
correlated than errors in remote points. The autocorrelation of errors as
a function of the distance is shown for a typical DEM. The autccorrelation
is only computed in the directions of the check grid axes. See Figure 6.

Slope and curvature of the terrain can be computed from DEMs. The errors
of them can ke estimated from statistics of the first and second differences

-

of the errors of the DEMs., Scme results are shown in Figures 8 and 9.

The errors of slope and curvature depend on the lengths in plan over which
they are computed. Here we have used the grid width of the check points for
the determinaticn of slope and curvature errors. As the grid width varies
between areas the lines in Figures 8 and 9 give indices for comparison with
consideration of the grid width. Variations around the index lines can be
caused by e.g, terrain type, correlation between close points, variation

in mms. Area D is prokably above the index line because of the terrain,
while F may be below because of correlation between points as the grid
width is very small. '




3.2 Blunders

As we have knowledge of the true elevations in the check point grid we have
been able to compute error characteristics that a practiticner never can
carmpute. He can just estimate from his experience and rules of thumb what
the accuracy of his DEM might be. Then he delivers the DEM and its errors
are of the kind that we have called unfiltered errors in this report..

Snooping for blunders and levelling of the DEM are things that we can do
in this test as we know the true elevations in the check points. This is
done to help us to understand the nature of DEM errors.

Blunders are located by the following algorithm: For each check point the
absolute value of the difference between the error and the median of the
errors in the 25 surrounding points was computed. If this value is larger
than three times the rms of the DEM the error is regarded as a blunder.
As the blunders influence the rms, this procdure is iterated once.

The chosen method to detect and eliminate blunders has a very weak -

if any - theoretical basis. As the blunder is included in the rms, the
snooping has to be iterated until no more blunders are detected and eli-
minated. Here the snocping is limited to two rounds. The remaining errors
are in the following called filtered errors.

The numbers of blunders detected with this method are shown in Figure 10.

It can be noted how the nurber of blunders per area follows the same pattemn
as s and maximum error in Figures 71 and 2. The frequency of blunders
within and outside the masks of difficult terrain in area A, B and C can

be seen in Figure 11. It is cbvious that the relation of blunders to cbser-
vations is much higher within the mask. There are very few exceptions to
this.

3.3 The Control Point Effects

A third step in the analysis is a levelling of the measured DEM on all
the check points after the blunders have been eliminated. The residual
errors are called levelled errors. The resulting rms of the residuals are
and indication of the best possible accuracy of the DEM without any error
propagation from the control points for the absolute orientation.

1

The effect of the control points can be calculated as V(filtered rms)? -
- (levelled rms)?. This error compconent is shown in Figure 12. The speci-
fied accuracy requirement is shown as before. It may be astonishing how
large this error component is, sometimes the main part of the total rms.
It also shows the importance of accurate and reliable control for the
absolute orientation. The mms of the levelled errors is theoretically the
best possible accuracy that can be obtained under the condition no orien-
tation errors influence the result. The mms’' of levelled errors are shown

in Figure 13. The DEMs over area A, B, C and D can meet the low accuracy
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requirement under the condition that the orientation is completely free

from errors.
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The correlation of levelled errors is shown in Figure 7. Compared to
tic effe £ the errors in the
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Figure 6 it is evident that the systematic effects o
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absolute orientation cause a considerable part of the correlation effect.
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A visual inspection of the histograms (they are not presented here) of the
unfiltered errors indicate that they are not normally distributed with zero
mean. After filtering out the blunders and lewvelling the DEMs quite a number
of them seem to show a normal distribution. But several DEMs show peculiar
distributions also after levelling, especially those within the masks for
forests and artefacts. Statistical distribution tests should be done.

4 DISCUSSIN :

This report is the first in - as we hope - a series of publications based
cn the ISPRS DEM test. Anyone interested can have access to the material and
data for analysis and further investigations. Here we will give our first
remarks on the results on the DEM test.

4.1 Variance Components

The accuracy of a DEM depends on a series of parameters, such as terrain
type, density of measured points, type of measurement (selective, profiles,
contours, grids, progressive), interpolation method, DEM grid width (if
applicable), instrument and operator precision, number, location and
accuracy of contrel, quality of the photographs, flying height. Scme of

™

these parameters are varied in the experiment, others are constant.

We assure the total variance of a DEM to be a sum of variance compconents
multiplied by specific coefficients. Some coefficients and variance com—
ponents are known, others can be estimated in the photogrammetric mensura-
tion process. This is the case for flying height, image quality, error
propagation from control, and instrument and operator precision (replicated
measursments). Then there are variance canponents that need experiments
like this comparative test to be estimated.

With as many DEMs as in this test it would be possible to estimate several
camponents. But there are limitations because of linear dependences between
the coefficients for the unknowns in the stochastic model for how the
variance components add up to the total variance of the elevations of the DEM.

4.2 Quality of Photographs

We have used available photographs for the test. In one case (F) we made the
test photographs from duplicated negatives. This has lead to an inferior
image quality.

4.3 What is a Blunder?

The blunder detection method as such can be discussed. Moreover, the choice
of rms as basis for the threshold in the detection is even more questicnable.
An 3 priori known o would be far better to use. But what is the true o of

a particular DEM? It is the objective of this test to find it. As we now have
used the rms and not iterated until no more blunders are found, this means
that we detect fewer blunders in a DEM with poor general accuracy than in

cne with higher accuracv.

4.4 Further Work
The objective of the resolution that started this comparative test 1s to a

large extent achieved with this report. We think that the task for the
working group has been acconplished.




The test was designed to cover large scale photcgrammetry. It could be
considered to make a similar test for small scale photography for national
DEMs and small scale topographical mapping. New photography would be
necessary in such a case.

It would be of interest to see what tvpe of accuracy could be obtained
with the automated photogrammetric instruments. No such instruments were
used in this test. It would be equally interesting to see what could be
obtained with various image matching algorithms working on digitized
photographs. Many lessons could be learned for the benefit of the future
use of SPOT, Stereosat and similar data acquisition systems.
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TABIE 3 Summary of the Questionnaire: Generalities about the DEM Systems of the Participants

Organisa- Instrument Type of Type of Breaklines Computer DEM storage media
tion sampling interpolation . —aided camputer during in app~ when
meas interpolation sampling  type generation lication transf
1 Zeiss C-100 Composite-  Simultaneous Yes Yes Yes 16 bit Disc Disc or Mag tape
selective patchwise mini mag tape
grid polynomials
2 Kern DSR1 Canmposite~  Simultaneous No No Yes 16 bit Disc Disc Hag tape
selective patchwise mini N
grid polyncmials
3 Santoni 2C Profiles + Interpolation Yes Yes Mo 16 bit Disc Disc Mag tape
spots + in rectangular mini
breaklines grid
4 a) Gz-1 a) Profiles Interpolation No No a) Yes 32 bit Cassette Disc Mag tape
b) Digitizer b} Contours in rectangular b) No mini
table grid
5 Photoco—ord  Grid Moving sur— No No Yes Mainframe Computer
digitizer face and 16 bit
61 Zelss C-100 Grid + Moving Yes Yes Yes Mainframe Disc Disc Mag tape
breaklines surface
62 Zeiss C-100 Grid + Moving Yes Yes Yes Mainframe Disc Disc Mag tape
breaklines surface
7 wWild a8 Profiles Interpolation Mo No Yes Mainframe Disc Disc Mag tape
in rectangular
grid
g Zeiss C-100 Grid + Interpclation  Yes Yes Yes 24 bit Disc Disc Mag tape
breaklines  in rectangular mini
grid
91 Kern DSRI Grid Moving Yes* ves® Yes 16 bit Discette  Disc Mag tape
surface mini
92 Zeiss—Jena Profiles Summation of No No No 16 bit Paper tape Disc Mag tape
Sterecmetro- surfaces mini
graph
93 wild A7 Grid Moving ves® Yes” No 16 bit Paper tape Mag tape Mag tape
surface mini
g4 ** w* Interpolati o ** 16 bit ** Disc Mag tape
in rectangular mini
grid
Interpolation
in net of
triangles

* in the majority of sampled DEMs
** data from organisations 91 and 92
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TABIE 2 Accuracy of check point elevations.

.

Variance components in {m|

-

1076

Area Image Control Operator Total accuracy
mean  max ml? O/co H(DEM).

A. Uppland (0.017)% (0.117)2 (0.090)2 0.20 (0.149)% 0.032

B. Bohuslin (0.016)2  (0.090)2 (0.100)2% 0.21 (0.135) 2 0.029

C. Stockholm (0.026)2% (0.070)2 (0.090)% 0.20 (0.117)? 0.039

D. Drivdalen (0.068)2 (0.050)2 (0.150)% 0.30  (0.172)72 0.067

E. Soehnstetten  (0.019)% (0.038)? (0.030)2 0.07  (0.052)2 0.034

F. Spitze (0.006)2 (0.030)2 (0.025)2% 0.05  (0.040)° 0.067

%
The check point accuracy is here given in relation to the flying height
of the photographs used for the DEM production
: A
10 ©/co H
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