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The design strategy which is developed in this paper is aimed at special 
purpose photogrammetric blocks, geodetic or combined networks. Special pur
pose blocks or nets are those in which the coordinates of the network points 
are determined in a coordinate system which has been specified for a par
ticular purpose. The specifications in these types of blocks or nets are 
usually given in terms of absolute tolerances for the coordinates. On the 
other hand, it is known 111, 131, /41 and can also be seen in the appendix 
of this paper, where the formulae developed in 131, 141 are summarised, that 
undetected model errors, i.e. gross errors systematic deformations or defor
mations of control points, cause distortions in the final coordinates of the 
network points. These distortions may be larger than the specified 
tolerances and as such might jeopardize the purpose for which the network 
has been designed. Taking the above into consideration, the design of a spe
cial purpose photogrammetric block, geodetic or combined network is defined 
as: 

The search for the point configuration and/or the obser
vation scheme such that the undetected model errors will 
not affect the final coordinates of the network points 
more than the given tolerance. If by. different con
figurations and/or different observation schemes one 
could also achieve the specifications, then the design 
with the smaller risk will be preferred. 

In the above definition the concept risk of statistical decision theory is 
used and in particular the socalled Bayer risk 121, 171. 

2. The hypothesis testing as a two action decision problem 

In statistical decision theory, decisions are also called actions. Actions 
carry consequences, a way to value the consequences of possible actions, is 
by considering the loss that could be incurred for each possible action. 

The detection of model errors, as can 
testing the null hypothesis H . 

0 

H . E {~i} Ai i, j=l, . = x . .. , 
0 

against the alternative hypothesis H 
a 

be seen in the appendix, 

n 

Ha= E {~i} = xi + c!vk k, 1=1, .•• , m 

_oo<vk<oo 
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The hypothesis testing is a two action decision problem. Based on the value 
of a test variate, which is a function of the observations, one should 
decide to accept or reject the hypothesis H . 

o 

A statistical test always implies the risk of taking wrong actions, namely 
reject H even if it is correct or accept H even if it is false, the so 
called t~pe I and type II errors respective~y. The probability of committing 
a type I error is equal to the significance level ~ of the test, whereas the 
probability of committing a type II error is (1-a), where a is the power of 
the test. The probabilities ~ and a can be evaluated from the integrals 

~ = Jmf (x/Ho ) dx = ~~ {F (x/Ho )} - F (e/Ho) 
c 

a = Jmf (x/Ha ) dx = ~~m {F (x/Ha)} - F (e/Ha ) 
c 

(2.1) 

(2.2) 

where f (x/H) and f (x/H ) are the probability density functions of the 
test variate uRder Hand H ~espectively, and c is the critical value of 
the test. 0 a 

Now, assuming that the loss is zero if a correct action is taken during 
hypothesis testing and is K., i=0,1 if an incorrect action is taken, that is 
to say K and K1 are the lo§ses of type I and type II errors, then it can be 
proved I~I, 161 that the total risk, or Bayer risk r of taking wrong actions 
in hypothesis testing is 

(2.3) 

where IT , IT1 = 1-IT are the relative occurancies of the hypotheses Hand H 
based oR prIor inf8rmation and ~, a, Ko' K1 as have been defined pre~iously~ 

In this paper no attempt will be made to quantify the parameters IT , K, K1 
which are included in (2.3) as in 161, 151. The function in (2.~) w~ll be 
used conceptually in order to define the strategy for a network design based 
on risk reduction. 

3. Design strategy. The target function. 

As has been stated in the appendix, model errors of a magnitude 

k, 1=1, ... , m 

have a probability a to be detected by the test, and thus a probability (1-
a) to remain undetected. Undetected model errors will affect the final 
coordinates of the network points. The application of formula (A.14) for the 
coordinates of the points in a special purpose network, gives an upper bound 
for this effect 

a ~ 
VY ~ i8

0 
aya a=1, ..• , s (3.1) 

where 

e o (3.2) 
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as has been defined in (A.12), aya the standard deviation of the coordinate 
ya and s the number of coordinates. 

If a tolerance for the coordinates is specified say, 1VYIt 1 then, according 
to the definition in paragraph 1, the network will fulfil °fhe purpose for 
which it was designed if the relationship 

a=l, ••• , s (3.3) 

is true for every value of a. 

The inequalities in (3.3) are satisfied if 

{9 (aya) = 1VYIt 1 o max 0 
(3.4) 

where (aya) is the maximum standard deviation of the coordinates of the . max pOInts. 

By making use of (3.2), we obtain 

2 
A = (VY) tol 

(Pi)max(ayaya)max 

where (ayaya) is the maximum variance of the coordinates. max 

(3.5) 

Thus, the network satisfies the specifications if the test of model errors 
expressed by the H , detect errors of a magnitude equal to the one given in 
(3.5) with a pr8bability ~. The quantity A, for a given m (degrees of 
freedom), is a function of the significance level ~ and the power of the 
test ~, this means that any value of A can be achieved for an appropriate 
pair of values of ~ and ~. Moreover, as can be seen in the charts in 111, 
the same value of A can be obtained from different pairs of values of a and 
~. From these considerations it is obvious that for a value of A evaluated 
from (3.5), the choice of ~ and ~ should be restricted. The restriction 
which is placed here is that the values of ~, ~ should minimize the Bayer 
risk in (2.3). 

From (2.1) and (2.2) it appears that ~ and ~ are both functions of the 
critical value c of the test, thus the Bayer risk as a function of a, ~ is a 
function of c. 

Minimization of the risk function r is in fact a minimization with respect 
to c, i.e., we must solve c from the equation. 

dr ar d~ ar d~ 0 
dc = aa · dc + a~ dc = 

From (2.3), (2.1) and (2.2) we obtain 

f (c/H ) 
a 

The equation (3.6) then becomes 
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-IT K f(c/H ) + IT1K1f(c/H ) = 0 
000 a (3.7) 

The solution of (3.7) with respect to c introduced in (2.1) and (2.2) will 
give the values of ~,~, say ~ and ~ which minimize the risk function, thus 
the minimum risk is 0 0 

(3.8) 

For any new network design the denominator in (3.5) will change and thus A 
will take other value, which consequently, will give different minimum risk. 
Each network design is characterized by its minimum risk. Among the differ
ent networks, the one with the smaller minimum risk should be preferred. It 
is therefore evident that the r i in (3.8) plays here the role of the. tar
get function whose minimizationmlD attempted by changing the network design. 
As has been stated in paragraph 2, no attempt will be made to quantify the 
parameters IT, K, K , so that it is not possible to evaluate the r • It 
will then be ~eplaged ~y another quantity which can readily be usm!n for 
choosing a better, with respect to risk, network. 

The risk function in (2.3) depends on the parameter A, and can be written 
symbolically as 

r = r (~, ~) 

where ~ and ~ are functions of the critical value c and A 

~ = ~ (c), ~ = ~ (c, A) 

and c itself is a function of A 

c = c (A) 

The total derivative of (3.9) with respect to A is 

dr ar a~ dc ar a~ dc ar a~ 
dA = a~ ac dA + a~ ac dA + a~ aA 

or 

dr (ar a~ + ar a~) dc + ar a~ 
dA = a~ ac a~ ac dA a~ aA 

(3.9) 

The terms inside the parenthesis is the derivative of r with respect to c, 
so the above relationship can be written 

dr ar dc ar a~ 
dA = ac dA + d~ aA (3.10) 

for the minimum risk, we have 

ar _ 0 
dC -

using the above relation, (3.10) becomes 

dr dr d~ 
aA := a~ aA 

the evaluation of ~~ gives 

ar 
a~ = - ITIK1 
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as far as the second term in (3.11) is concerned, it has been proved in 
that it is equal to 

141 

a~ e-
Al2 

0) 1 (A)n m m 
aA = -m- n~O nr Z G (c/Z' n+l + Z) 

where the symbol G (.1.,.) which is defined as 

a P -ax p-l 
G (x/a,p) = r---( ) e x for a > 0, p > 0 

p 0 < x < 0) 

(3.12) 

is the probability density function of the Gamma distribution 181. It is 
observed that the relation in (3.12) is always positive. Now, the (3.11) can 
be written as 

ar e -Al2 1 (A)n m m 
aA = -IT1K1 -m- n!O fiT Z G (c/Z' n+l + Z) 

due to the minus sign, it is concluded that 

ar < 0 
aA 

which indicates that the minimum risk is a decreasing function of A. That 
means that among the different networks, the one with the greater A calcu
lated from (3.5) should be preferred, since it will have a smaller mInImum 
risk. The numerator in (3.5) has a fixed value, expressing the specifica
tions. The value of A depends upon the denominator. A greater A is achieved 
as the denominator becomes smaller. Hence, the criterion for a better net
work is based on the value of the quantity. 

(3.13) 

which is proposed to be used as a target function for a network design based 
on risk reduction. The smaller the value of M, meaning smaller risk, the 
better the network. 

4. Epilogue 

The choice of the upper bound e in paragraph 3 and consequently the use of 
(p.) in (3.5), indicates tHat per network, say i, the minimum magnitude 
ofltW~Xmodel errors to be detected is considered. Symbolically this can be 
indicated as 

network i ___ > Ai, 
mIn (4.1) 

If instead of the upper bound e , another value was selected for the effect 
of the undetected errors on the 800rdinates, then the magnitUde of the model 
errors to be detected, will be greater then AI, . Now, taking into account 
that the minimum risk is a decreasing function ~fnA it can be concluded that 
the r. in (3.8) is in fact the maximum of the minimum risks and this is 
the on~IUhich characterizes each network. Symbolically we can write 

iii network i ---> r . = r. (A.) maxmIn mIn mIn (4.2) 

Furthermore, the criterion for a better network, which as we have seen, is 
based on the reduction of the value of the quantity M in (3.13), means in 
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terms of the risk function, that by changing the network design a mlnlmlza-
1 tion of the r . over the different networks i is attempted. Thus, we 

have maxmln 

( i ) . (i ) r 0 • = mlD r . maxmln mln 1 maxmln (4.3) 

The steps expressed in (4.1) to (4.3) outline conceptually the design 
strategy for special purpose networks by risk reduction. 

The target function M in (3.13) depends upon the precision (ayaya) of the max 
coordinates of the network points and upon the parameter (no) which is r-l max 
involved in the definition of the external reliability (see appendix). 
Hence, the design of a reduced risk network, takes into account the two 
parameters of the quality control of a point determination system, namely 
precision and reliability. 

Appendix 

Model errors, i.e. gross errors, systematic deformations or deformations of 
terrain points can be expressed as alternative hypotheses in the form 

H : E{x i } = xi + ckivk a -

_00 < vk < 00 

i, j=1, •.• , n 
k, 1=1, ... , m 

where, ~i are the observations and xi their mean values. 

(A.1) 

The possible presence of model errors can then be tested by testing the null 
hypothesis H • 

o 

"0= E{~i} = xi (A.2) 

against the alternative hypothesis H • The test is based on the test quan-
tity a 

with 

00 -g 

~l 

and 

kl 
~g ~l 

2 ma 
(A.3) 

(A.4) 

j ij ij i 
glk = cl gji(g - G )gji ck (A.5) 

where, AKi is the least square corrections to the observations 

gij the weight coefficient matrix of the observations 

Gij the weight coefficient matrix of the corrected observations 

g .. is the inverse of gij 
Jl 
kl g is the inverse of glk 
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The probability density function of the test quantity ro 
and H are respectively -g 

a 

f(x/H ) m m 
G(x/2"' 2") 0 

f(x/H ) -AJ2 Q:) 1 A n m m e n~O nr (2") G(x/2"' n + -) a 2 

where, the symbol G(.I.,.) defined as 

ex.P -cxx p-I 
G(x/ex.,p} == r(p} e x for ex. > 0, p > 0 

o < x < Q:) 

in (A.3) under H 
0 

(A.6) 

is the probability density function of the Gamma distribution, and A, the 
eccentricity parameter 

1 1 _k 
A == 2" V glk v

a 

a
2 is the variance factor. 

(A.7) 

A choice of a significance level ex. and the corresponding critical value c 
leads to 

reject H if ro > c 
accept HO if wg < c o -g -

The test in (A.B) detects errors of a magnitude 
1 1 _k 

A == 2" V glkV -
a 

(A.B) 

(A.9) 

with a probability a (the power of the test). Thus, there is a probability 
(I-a) that errors of a magnitude given in (A.9) will remain undetected. 

Undetected model errors will affect the unknown parameters in an adjustment 
problem. The square norm of the vector of this effect, is given by 

- j ij i 
glk == clgji G gji ck 

An upper bound of e is 
o 

e - A (u ) o - Ii max 

where (n.) is the maximum eigen value of the eigen value problem. 
r~l max 

(A.IO) 

(A. II} 

(A.12) 

(A.13) 

The upper bound given in (A.12) is a measure of assessing the external 
relability for a point determination system, due to the fact that if 
f == f ( .•. ya .•. ) is an arbitrary function of the parameters, i.e., coor
dinates of the points in the case of a point determination problem and if Vf 
represents the effect of undetected model errors on this function, then 
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IVfl < Je .af - 0 
(A.14) 

where af is the standard deviation of the function f. 
That is to say, the effect of undetected model errors on the function f, 
cannot be larger than ~ times the standard deviation of the function. 
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