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1. INTRODUCTION 

The potential of the land-focused Thematic Mapper (Enge.l, 1983) for marine 
applications has recently been examined by several investigators (Lathrop 
and Lillesand, 1986; Rimmer et al., 1987; Tassan, 1986,1987) with generally 
positive conclusions. The aim of this paper is to present an outline of the 
various problems encountered in the use of the Thematic Mapper for monito­
ring water quality, as well as of some aspects of the data interpretation 
procedures tested by the author. The performance of the Coastal Zone Color 
Scanner (Hovis, 1981) was taken as a reference standard. Table 1 presents 
a list of CZCS and TM performance parameters relevant to water sensing. 

The water quality parameters usually retrieved from remote measurements of 
water colour are the chlorophyll-like pigment (briefly: chlorophyll) con­
centration and the total suspended sediment (briefly: sediment) concentra­
tion in the euphotic layer. The CZCS data are most frequently used in 
chlorophyll (C, mg/m3 ) and sediment (S, g/m3 ) retrieval algorithms of the 
form: 

log (C) 

log (C) 

log(S) 

A I + B I log (R1/R3) 

All + B" log (R2/R3) 

A"'+ Bill log (R3) 

where R1 is the irradiance reflectance for band 1, etc 0' and A, B are nume­
rical constants. For analogy, Tassan (1986) proposed TM retrieval algorithms 
of the type: 

log (C) = a I + b i log (R1/R2) 

log(S) = a" +b" log (R2) 

with reference to the TM band numbers. 

Inspection of Table 1 allows one to anticipate that the relatively low gain 
and signal-to-noise values of the Thematic Mapper are likely to cause 
significant problems in marine applications. These and other aspects of 
TM radiometry are presented elsewhere (Tassan, 1988a). It is only mentioned 
here that, provided appropriate procedures are used (image destriping, 
pixel clustering, moving average, etc.), the quality of the information 
which can be obtained from the analysis of TM data is not substantially 
lower than that yielded by the interpretation of CZCS data. 

The aspects of TM data analysis which are considered in some detail in the 
following paragraphs are those related to: atmospheric correction, re­
trieval algorithm sensitivity, masking effect of sun-glitter. 
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2. ATMOSPHERIC CORRECTION 

2.1 General algorithm 

The atmospheric correction is a fundamental data interpretation level since 
up to 90% of the remotely measured radiance may be originated in the at­
mosphere itself due to molecular and aerosol scattering. According to the 
procedure, originally suggested by Gordon (1978) for the interpretation of 
CZCS data, the atmospheric correction to the remotely measured radiance 
L(A) yields the water upwelling radiance Lw(A) by the expression: 

~(A) -(\) {L(A)-L (A)-S (A,A ) [L(A )-L (A )-L (A )T(A )]} 
TAR 0 0 Row 0 0 

with: T = diffuse transmittance of the atmosphere; LR = Rayleigh path­
radiance, i.e. radiance scattered by the air molecules into the sensor; 

(1) 

A = central wavelength of the sensor band; SCA,AO) = LA(A)/LA(AO)' where 
~ is the aerosol path-radiance; AO = 670 nm (CZCS band 4). s(A,670) can 
be evaluated from remotely measured data pertaining to "c l ear water" areas 
(i.e. with C ~ 0.2 mg/m3). The original correction procedure was based on 
the approximation that Lw(670) is negligible. This constraint has been 
successively removed, based on correlations among the Lw's in the four 
bands, through an iterative computation (Smith and Wilson, 1981; Gordon et 
ale, 1983). 

With respect to its use in Eg. (1), the radiance measured by TM band 3 
(central wavelength 660 nm, bandwidth 67 nm) is substantially equivalent 
to the radiance measured by CZCS band 4 (A = 670 nm, 6.A = 20 nm). It 
follows that the above atmospheric correction method, developed for the 
CZCS, can, in principle, be applied to the analysis of TM data. In fact, 
TM band 4 (A = 838 nm) radiance can also be used in Eq. (1), offering the 
two-fold advantage that (1) band 3 radiance becomes available as retrieval 
variable, (2) Lw(838) in the right-hand side of Eg. (1) is mostly negligible. 
On the other hand, this band includes the 0.8 V water vapour absorption 
level (Kondratyev, 1969), which may yield a significant error source. 

Computation of the reduction in the band 4 radiance caused by water vapour 
absorption requires as input the vertical and horizontal distributions of 
water vapour mass, which are rapidly changing with time and generally not 
known with sufficient precision. In fact, neglecting H20 absorption in­
creases s(A,838) but decreases L(838) in the atmospheric correction algo­
rithm, the two opposite effects tending to balance out. A test performed 
in the northern Adriatic Sea (Tassan, 1987), under the assumption that 
the water vapour mass is horizontally uniform with absolute value corres­
ponding to a mid-latitude Winter atmosphere C2.5 g/cm2 ), yielded: 

c"/c' 

S"/S' 

1.015 + .01C' 

.959- .001S' 

for .05 < C(mg/m3 ) < 15, 

for .5 < S(g/m3 ) < 10, 

where the single and double primes indicate correction of band 4 data for 
water absorption applied and neglected, respective.ly (computation according 
to Tanre et al., 1986). 

The situation is not as favourable in the presence of significant variations 
of H20 content over the TM scene. Assuming a variation in H20 concentration 
equal to the maximum spread observed in the northern Adriatic basin by 
Dalu (1986), i.e. ± 0.5 g/cm2 , the corresponding retrieval error was com­
puted to be about ± 30% for 0.1 < C (mg/m 3) < 10 and ± 20% for 0.5 < S (g/m3)< 10. 
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Altogether, the water vapour absorption does not seem to represent a criti­
cal limitation to the use of TM band 4 data in the atmospheric correction 
algorithm, even if particular cases of very heterogeneous H20 distributions 
may pose problems. 

Other drawbacks of the use of TM band 4 data, instead of band 3 data, in 
the atmospheric correction algorithm, are: the lower band count rate and 
signal-to-noise ratio, the heavier striping and the large value of the 
factor S(A,AO ) in Eq. (1). The first two error sources are reduced to an 
acceptable level by the routine set-up for the radiometric calibration of 
TM data (Tassan, 1987). of TM band 4 data is much more severe than 
that of band 3 data. Of the three causes of striping (droop, level shift, 
hysteresis, see Mezeler et al., 1985), the latter, which produces a 
undershoot at the sharp transition from high to low radiance values in the 
scan direction, is the most difficult to be corrected for, since it depends 
on the coastline morphology. For instance, a particularly complex striping 
pattern is generated in the Gulf of Naples (Andreoli et al., 1988) due 
to the superposition of contributions from neighbouring land-sea interfaces. 

A statistical filter (Mehl et ale, 1980), combined with some smoothing 
obtained by running averages, yielded satisfactory results even in the 
above area. A cumbersome, but more effective, destriping procedure based 
on the analysis of the shutter obscuration time at the end of each TM scan, 
is being implemented. Thus, striping does not prevent the use of TM band 4 
data for the calibration of the atmospheric correction algorithm, but re­
quires an accurate preliminary filtering. 

The observed values s(Al,A4) are considerably higher than the corresponding 
s(Al1A3} 's (for instance in the TM scene of the Gulf of Naples of July 6, 
1987, S(Al,A4)= 3.29 vs s(Al,A3) = 1.51}. Thus, the magnification of any 
error affecting the term of Eq. (1) within square brackets is larger when 
these contain band 4 data. An important error source magnified by the S 
factor is that associated to sun-glitter. 

Finally, close to land covered by green vegetation, band 4 radiance values 
measured over sea pixels are increased by the contribution from the much 
higher band radiance reflected by neighbouring land, which is scattered 
into the sensor field of view by the atmosphere. In the Gulf of Naples, 
the above increase reached 30% of the correct sea value just off the 
coastline, decaying to a negligible magnitude in about one mile. This 
effect can be corrected for either by theoretical computation (Tanre et ale, 
1986) o! directly from the analysis of the TM image replacing the anomalous 
band 4 data with the correct sea values nearby. The above information may 
serve as a guideline for the choice of the TM band data to be used in the 
atmospheric correction algorithm expressed by Eq. (1) • 

Both band 3 and band 4 data have been used to evaluate the atmospheric 
correction to TM data of the northern basin of the Adriatic Sea (Tassan, 
1987). Except for some details close to the coast, the maps of chlorophyll 
and sediment concentrations obtained appeared very similar. A systematic 
comparison, carried out for 50 pixels representative of the C,S variation 
range observed for the TM scene of October 15, 1984, yielded: 

1.12 + .005 C4 

1.10 + .016 S4 

o 
x,y 

o 
x,y 

.35 

.32 

.1 < C(mg/m 3) < 15 

.3 < S(g/m3 ) < 15 

i.e.: a minor (~ 10%) systematic difference between the two sets of results, 
almost constant over the considered concentration ranges (C3 = chlorophyll 
content retrieved if band 3 data are used in Eq.(1), etc.). 



2.2 Simplified algorithm 

The algorithm of Eq. (1) accounts for horizontal variations of the aerosol 
mass over the scene, relying only on the assumption that the aerosol phase 
function remains constant. Over small-size scenes of coastal zones the 
horizontal distribution of the aerosol mass is frequently uniform. In this 
case the atmospheric correction algorithm can be considerably simplified. 
In fact, in the synthetic expression: 

L(A) = LR(A) + L (A) + L (A)-T(A) 
A w 

(2) 

the terms LR(A),T(A) are calculated theoretically (e.g. Tanre et al., 1986), 
LA(A) is inferred from the analysis of "clear water" pixels, where the 
values of LW(A) are known (Gordon et al., 1983). Thus, after some correction 
to LR(A) and LA(A) associated to the variable scanner zenith angle, for 
each pixel: 

L (A) (3) 
w 

Whenever applicable, this simplified algorithm presents a number of ad­
vantages over the general atmospheric correction model expressed by Eq. (1), 
such as: lower numerical error, lower sensitivity to image striping and 
variable sun-glitter, reduced computational labour. Both the general and 
the simplified schemes of atmospheric correction were satisfactorily applied 
to TM data regarding the Gulf of Naples (Andreoli et al., 1988). 

2.3 Variation of the atmospheric correction on the scan direction 

The coupling of the LANDSAT orbit (heading 10.870 , equator crossing time 
9.30 hrs) with the TM swath (± 7.50 from nadir normal to the flight direc­
tion) induces a significant variation in LR(A) and LA(A) along the scan 
direction. This is due to the circumstance that the sensor scan and the sun 
lie almost on the same azimuthal plane, so that even the minor ± 7.50 swath 
causes an appreciable change in the angle l/J between sun and sensor view 
directions and, thus, on the phase function of molecular and aerosol 
scattering. For instance, in the area of the Gulf of Naples, on July 6, 
1987, with sun azimuth and zenith angles ~o = 116.07, eo = 30.6 and scan 
azimuth c.p = 100.87, the extremes of the TM swath correspond to l/J = 142.10 
(East) and l/J = 156.55 (West). 

The effect of this variation of l/J on the remotely measured radiance term 
associated to molecular scattering is easily computed (Sturm, 1984), the 
Rayleigh phase function being: 

fR(l/J) = 3 (1 + cos 2 (l/J» 16.TT 
(4) 

It turns out that this term increases by 13.6% from East to West. Consider­
ing that the nadir value of LR (485) computed for the scene of the Gulf of 
Naples of July 6, 1987, was 3.47 mW/(cm2.sr·~), while the observed values 
of Lw(485) ranged .07 ~.7 mW/(cm2.sr.~), it is evident that the space 
variation of the Rayleigh path radiance must be accurately accounted for 
in the evaluation of the atmospheric correction by either Eq. (1) or Eg. (3) . 
This entrains some computational labour, but does not represent a signifi­
cant error source. 

On the contrary, the evaluation of the effect of the variation in the angle 



~ on the remotely measured radiance term due to aerosol scattering is 
rather uncertain. The most frequently used model for the aerosol phase 
function is the two-term Henyey-Greenstein function: 

+ (5) 

where gl,g2,a are numerical constants whose value depends on the aerosol 
type (Tassan et al., 1979) 0 Since the aerosol type present in the area 
covered by the TM scene is generally not known with sufficient accuracy, 
one must use estimates of gl, g2 and at which may yield a significant 
uncertainty in the fA(~) value computed by Eq. (5). 

Fortunately, the magnitude of LA(A) is usually considerably less than that 
of LR(A), so that the impact of the error in LA(A) on the atmospheric 
correction is also lower. For instance, in the considered July 6 scene, 
even with a rather turbid atmosphere characterized by a horizontal visibi­
lity around 8 km, the value of LA (485) was about half that of LR (485). 

3. SENSITIVITY OF THE RETRIEVAL ALGORITHMS 

The currently used retrieval algori thms are in the form log y == A+B log x, 
where y,x are the retrieved quantity and the retrieval variable, res­
pectively, and A,B are numerical constants. A fundamental requirement is 
the sensitivity of the retrieval variable to the retrieved quantity, i.e. 
its ability to detect small variations in this quantity. The sensitivity 
is a function of the wavelength and width of the sensor bands. For algo-
ri thms of the type log y == A+B log x one obtains dy /y == B dx/x by elementary 
differentiation. It follows that l/B can be taken as a measure of the pre­
viously defined sensitivity of the retrieval variable. 

Numerical values of the constants A,B for CZCS and TM algorithms used to 
retrieve chlorophyll and sediment concentrations in different water types 
have been determined both by theoretical computation and by in-situ mea­
surements. The results obtained for the northern basin of the Adriatic Sea 
(Tassan and Stu~m, 1986; Tassan, 1987) are presented below: 

Sensor Retrieved Retrieval Btheor. Bexp. 
parameter variable 

CZCS chlorophyll R443/R550 -1.79 -2.19±.13 
sediment R550 1.82 1.66±.14 

TM chlorophyll R485/R570 -2.43 -2.73±.19 
sediment R570 1. 79 1.70±.14 

One remarks that 
- the theoretical and experimental values for the algorithm sensitivities 

are generally in good agreement; 
- the sensitivity of the TM algorithm for chlorophyll retrieval is not 

much lower than that of the CZCS algorithm; 
- the TM and CZCS sensitivities for sedimental retrieval are alike. 
These trends were confirmed by the results obtained for other water types. 
For instance, a set of in-situ measurements carried out in the Gulf of 
Naples yielded (Andreoli et al., 1988): 
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CZCS: 

TM: 

log (C) 

log (C) 

(-.02±.05) + (-1.64±.13) log (R443/R550) 

( .23±.04) + (-2.52±.14) log (R485/R570) 
(6) 

The statistical quality indices of the CZCS and TM algorithms are remarkably 
similar. 

4. SUN-GLITTER 

Sun-glitter is caused by direct sun radiation reflected by the wave facets 
into the sensor field of view. It adds to the remotely measured radiance 
a term, whose magnitude critically depends on wind speed and sun elevation. 
CZCS was provided with a device to tilt it away from the sun so as to 
avoid sun-glitter in all circumstances. TM scans ± 7.50 from the nadir and, 
thus, is affected by sun-glitter. The circumstance that the TM scan plane 
and the sun azimuth plane are almost coincident introduces a space depen­
dence in the remotely measured sun-glitter, namely an increase along the 
scan direction from west to East, which significantly complicates the 
si tuation. 

The sun-glitter variation along the TM swath may be relevant. The generally 
used model for sun-glitter is that proposed by Cox and Munk (1955) for 
steady-state conditions (wind and waves in equilibrium, no reflection from 
the coastline, infinite depth of the sea). Figure 1 presents a family of 
curves of sun-glitter vs wind speed computed by the above model for scan 
angles from _70 to +70 by 10 intervals (TM band 1, Gulf of Naples, time of 
IANDSAT 5 pass on June 21, horizontal visibi.lity 10 km). Figures 2 and 3 
show the same family of curves computed for August 21 and October 21. Con­
sidering that typical Summer values for the water upwelling radiance of TM 
band 1 in the same area range from 1 to .05 mW/(cm2.sr.~), it is evident 
that for a time interval of about three months centered on the Summer 
solstice, sun-glitter may represent a very important error source. 

In steady-state conditions, with uniform wind over the analyzed TM scene, 
the use of the atmospheric correction algorithm expressed by Eg. (1) can 
yield some compensation of opposite effects, provided the "clear water" 
pixels data employed to evaluate s(A,Ao ) and the pixels to which the al­
gorithm is applied, are seen with about the same scan angle. This proce­
dure can give satisfactory results. For instance, a computation performed 
for the northern Adriatic Sea for June 21 showed that neglecting 
sun-gli tter radiance in the assessment of the a tmospheri.c correction 
causes chlorophyll retrieval e'rrors lower than 10%, provided the wind 
speed is less than 6 m/s (Tassan, 1987) .. 

In reality, the wind speed and direction may be unevenly distributed over 
the TM scene, especially in coastal waters with complex coastline morpho­
logy and high reliefs. The detailed distribution of the wind vector is 
usually unknown. In this case, performing the atmospheric correction by 
Eg. (1) may induce large errors: the above numerical exercise yielded 
chlorophyll retrieval errors up to 50% when the 6 m/s wind varied by 
± 1 mise In addition, in these waters the steady-state model of Cox and 
Munk is likely to fail to give valid results. 

In the presence of moderate sun-glitte.r I the simplified atmospheric cor­
rection algorithm expressed by Eq. (3) may still be effective, being less 
sensitive to wind variation. Larger sun-glitter may prevent a meaningful 
interpretation of TM data. 
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A method for the evaluation of the sun-glitter contribution to the TM band 
radiance values, operating pixel by pixel, has been set up and is now 
being implemented (Tassan, 1988b). The method, which uses TM bands 4 and 
5 data, is based on the generally valid assumption that these bands do 
not measure any significant water upwelling radiance. 

5. SUPPORT BY 

The data interpretation schemes presented in the previous sections do not 
make use of in-situ measurements, except for the determination of the 
retrieval algorithms. 

In fact, in small water bodies such as the coastal areas where TM data 
can yield useful information, a number of in-situ measurements centered on 
the time of the LANDSAT pass can often be carried out in a relatively 
simple way and with limited effort. If this is the case, even a small set 
of experiments, carefully planned, represents an important aid to the 
remote data analysis, providing a benchmark for calibration and validation 
of the results. 

If a larger set of experimental stations is available, the remote data, 
corrected for the atmospheric effects, can be directly correlated to the 
chlorophyll and sediment contents measured in-situ, yielding retrieval 
algorithms which are then applied to the entire scene. The correlation can 
also be established without applying the atmospheric correction, relying 
on the assumption that the aerosol load is uniform over the scene. In par­
ticular cases this direct approach may yield more reliable and accurate 
information, provided the variability of the molecular and aerosol path­
light over the scene is taken into proper account. 

6. CONCIDSION 

Provided procedures taylored to the specific features of this sensor are 
used, the interpretation of TM data appears to be capable to yield infor­
mation on water quality parameters (i.e. chlorophyll and sediment concen­
trations)of acceptable standard. Among the tested error sources, sun­
glitter seems to cause the greatest concern. Around the Summer solstice, 
depending on latitude, sun-glitter may represent a real limitation to the 
marine use of the Thematic Mapper, unless adequate corrections are applied. 

The low repetition rate (one pass every 16 days) and the modest swath 
(188 km) prevent the use of the Thematic Mapper for the investigation of 
events developing within short times, as well as for large-scale identi­
fication of the phenomena. within these limits the Thematic Mapper may prove 
to be effective in the analysis of coastal waters, around important loca­
lized water pollution sources, such as large urban and i.ndustrial districts I 
river outlets, etc. 
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TABLE 1 - CZCS and TM5 characteristic performance parameters relevant to water sensing 

1 
Signal Ground Spectral bands and parameters 

Swath Cycle 
Sensor quantization resolution 

1 2 3 4 levels (m) (km) (d) 

CZCS 20 20 20 20 256 800 1625 6 
443 520 550 670 
200 150 150 100 

22-47 32-67 40-85 88-187
2 

0.9-1.6 2-4.8 3-4 1-42 

TM 66 82 67 128 256 30 188 16 
485 570 660 838 

50-140 60-280 50-250 35-3423 

15.55 7.85 10.20 10.82 
1.83 1.69 1.88 2.24 

l Line 1, bandwidth (nm); line 2, central wavelength (nm)i line 3, signal-to-noise ratio; line 4, reflective band 
gain (counts per mW/(cm2.~m·sr) i line 5, bias (counts). 

2por gains 1 and 4, respectively. 

3Por minimum and maximum scene radiance, respectively. 
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Fig. 1. Computed sun-glitter radiance as a function of scan angle 
(-70 ,70 ) and wind speed for TM band 1. Gulf of Naples, 
10.00 hrs on June 21. 
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Fig. 2. Computed sun-glitter radiance as a function of scan angle 
(-7°,7°) and wind speed for TM band 1. Gulf of Naples, 
10.00 hrs on August 21. 
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Fig. 3. Computed radiance as a function of scan angle 
(-70,70) and wind speed for TM band 1. Gulf of Naples, 
10.00 hrs on october 21. 


