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ABSTRACT

The rapid development in micro- and nanotechnology has introduced new challenges to photogrammetry and computer vision.
Microscopic imagery has to be seriously investigated by these communities. This paper represents a first step in this direction,
It addresses the calibration of Stereo Light Microscopes. Various new aspects have to be investigated when trying to develop
computer vision and photogrammetric approaches for this type of sensor. Normally, in macroscopic imagery the contrast and
image quality can be controlled to some degree. Due to poor contrast and worse quality of the microscopic imagery the reliable
and precise localization of image coordinates becomes a much more difficult task. A high level vision algorithm followed by
a modified Least Squares Template Matching adequately solves these problems. In addition, a new imaging model for Stereo
Light Microscopy is introduced. It is based on the weak perspective situation in microscopy and includes a new distortion
term describing the non paraxial imaging of a Stereo Light Microscope. The results of various calibration runs demonstrate
the suitability of this new approach. The new model is explicitly compared with the performance of standard imaging models
used in computer vision and photogrammetry, when applying them to microscopy. Relative accuracies of laterally 1 : 1000 and
vertically 2 : 100 are obtained in the object space. In contrast, the relative accuracy in the image space reaches 2 : 10000.
The discrepancy between the relative accuracies in object and image space results from the limited precision of the underlying
calibration standard.

1 INTRODUCTION ‘ above. Real-time observation .of a 3D scene is impossible
with all the other microscopes as their data acquisition relies
on a scanning procedure. Furthermore, with a SLM nearly
every object, e.g. living cells, can be observed. In addition,
the low N.A. results in a quite large working distance between
the specimen and the front lens. This may become important
when observing objects with a relatively large vertical exten-
sion or if they have to be handled while viewing at them.

The development of technologies to handle and manufac-
ture complex systems on the micro- and nanometer scale is
a grand challenge for science and engineering. This develop-
ment is accompanied by a quickly growing demand to pre-
cisely measure three dimensional micro structures. For many
applications (quality control, object description, manipulation
of micro-structures, etc.), it is of utmost importance to gain

geometrical information from a relatively large field of view. This paper addresses the problem of 3D measurements with
Thus, a new challenge for the photogrammetry and machine SLM. Studies of the same topic can hardly be found in the
vision communities is to extend their techniques for extracting  [literature. To the best of my knowledge, the only relevant
accurate spétial data to make them applicable to microscope paper has been presented by [Kim et al. 1990] It de-
imagery. scribes a method for 3D reconstruction using a SLM. The au-

thors demonstrate their approach on biological objects. Their
imaging model is based on an orthographic projection and
they operate with the viewing angles given in the technical
specifications of the manufacturer. Neither an initial calibra-

Quantitative techniques for stereoscopic measurements have
largely been limited to the Stereo Scanning Electron Micro-
scope (SSEM). The idea of introducing photogrammetry to
the SSEM came soon after the development of the first instru- A ! )
ments [Maune 1973] and it is still in progress [Gleichmann et tion nor an a posteriori analys:s.of the 3D accuracy ob_tamed
al. 1994]. The state of the art in photogrammetric treatment DY their approach has been carried out. They emphasize the

of SSEM imagery is summarized in [Ghosh 1989]. limitation of their approach and propose that a refinefi imag-
ing model, as well as powerful statistical tools, may improve

the quality of the results. It is exactly the purpose of my
work to focus on the description of microscopic imaging with
a photogrammetric approach.

In contrast to the SSEM, stereoscopic measurements using
Stereo Light Microscopes (SLM) have not been deeply inves-
tigated. The limited depth of field in a SLM is most likely
the key factor that discouraged intensive research in SLM

imagery. To circumvent this problem, the optical commu- A first paper about this topic has been presented by [Danuser
nity developed other techniques to reconstruct a 3D micro and Kiibler 1995]. A thorough numerical analysis allowed us
space: confocal microscopy, optical sectioning, laser confocal to define the set up for a novel Bundle Adjustment. Since

microscopy, etc. [Taylor et al. 1992]. Another difficulty in then, the proposed calibration procedure has been success-
quantitative stereo light microscopy is to obtain images of  fully implemented on a fully operational micro vision system.
sufficiently high contrast. Specular reflections and specimen Compared to the first paper, this one addresses more the

which may be transparent further diminish the image qual- practical aspects of microscope calibration. It discusses the
ity. Above all, the low Numerical Aperture (N.A.) limits the  system hardware (section 2) and the key problems of the al-
sensor resolution to about 2 ym. However, SLM provide con- gorithm, namely the image coordinate acquisition (section 4)

siderable advantages over the microscope types mentioned and the parameter estimation in the Bundle Adjustment (sec-
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tion 3). Finally, in section 5, | discuss results from various
calibration runs.

2 SYSTEM HARDWARE AND OVERVIEW
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Figure 1: Cross section of the common main objective lens
(CMO) type stereo microscope.

In our project, the SLM to be calibrated is integrated into a
nano robot system [Codourey et al. 1995). The stereo effect
of the microscope is generated by refraction in a common
main objective (CMO) lens. A scheme of the fundamental
optical subsystems of this microscope type is shown in figure
1. The specific advantages of the CMO stereo image forma-
tion for our robot system with respect to two separate ob-
jective lenses (Greenough system) are discussed in [Danuser
and Kiibler 1995]. For detailed information the reader can
refer to [Richardson 1991]. The relatively low N.A. of 0.136
results in enough space (D = 6.3cm) for the robot manip-
ulation tools. The serious disadvantage of the low N.A. lens
is its poor resolution of 2.4 um. Fortunately, for the 2D case
we have demonstrated in [Mazza et al. 1995] that as long as
the target object itself is larger than the optical resolution,
motion and deformation of micro-structures can be analyzed
down to a measurement limit of at least 50 nm.

The digital imagery is collected by two monochrome CCD
cameras with 756x582 elements. The crucial point in mi-
croscopy is the illumination. The optimum setup for our ap-
plications consists of a ring light source enclosing the CMO
lens with a supplementary diffuser. Before entering the op-
tical system, the light waves are polarized. This strongly re-
duces the appearance of glancing spots in the imagery. The
latter problem also requires to keep the illumination power as
low as possible. Thus, to get images of sufficient brightness,
cameras with optional frame integration are used.

For the geometric calibration with Bundle Adjustment we em-
ploy planar gratings. The required 3D point distribution is
then generated by lifting the grating within the depth of fo-
cus. The gratings used for simulations in [Danuser and Kiibler
1995] turned out to be inappropriate for the real system. A
pattern of squares is now employed (see figures 3-B and 3-
F). The image contrast results from the different reflectivity
of Silicon (dark) and Siliconoxyd (bright). Such gratings are
manufactured with photo lithography. The accuracy of pat-
terns produced by this process is limited by the mechanical
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tolerance of the mask as well as by the quality of the lithog-
raphy itself. The original photo lithographic mask has been
produced with an optical pattern generator which yields an
accuracy of about 3 um. It will be demonstrated in section 5
that this accuracy is the limiting factor of my calibration.

Calibration runs with simulated data proved that for sufficient
determinability of all the parameters, images of four views of
the grating rotated 90° between each view have to be ac-
quired. In our setup the lifting and rotation of the grating
are carried out by the robot system. However, for my calibra-
tion procedure it is sufficient to have approximate rotations.
In particular, the mathematical model of the Bundle Adjust-
ment takes into account that the rotation is not concentric
with respect to the optical axis. Thus, all the needed motions
of the grating could be achieved with off the shelf micrometer
tables.

Acquisition of 16 images

yes => reference position
Jor eack image

Automatic detection of |/
Target Points in all images ¢

R A R

Estimation of image

coordinates with
LS Template Matching - False matches?
and Diagnostics - Accept uncertain matches?
s

Timages with 3 point categories
good ~ uncertain ~ invalid

no

yes => Final image
coordinate set

I Stop Data Snooping?]

yes => Final image coordinate set for calibration

O
no

Final Result

Figure 2: Scheme of processes, data flow and user interaction
in the calibration procedure.

Figure 2 schematically shows the various processes, the data
flow and the user interaction of the calibration procedure.
The left column contains the computation steps that run
completely automatically. The kernel of the algorithm con-
sists of two blocks outlined in light gray boxes. The first block
is responsible for the detection and for measuring the precise
location of target points in all the images. The processes
of the second block compute the parameters of the imag-
ing model. Both blocks are based on the properties of SLM
imagery and therefore require a completely new photogram-
metric implementation. The image coordinate acquisition is
described in section 4. The mathematical model of the Bun-
dle Adjustment is briefly outlined in section 3.

User interaction, symbolized by question marks in figure 2,
is reduced to four stages. The dark boxes in the center of
the flow chart represent the data interfaced to the user. The
only required user interaction is to accept or reject the im-
ages, i.e., the user has to decide whether the illumination and
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the sharpness are appropriate. The three optional user in-
teractions (accepting uncertain matches, supervision of data
snooping and refinement of the parameter set) may be valu-
able to improve the quality of the final results. They can be
omitted in situations where fast and automatic calibration is
more important than results of highest quality.

3 MATHEMATICAL FRAMEWORK

To provide the context for sections 4 and 5 the mathematical
framework is outlined very briefly. An extended version of
this discussion can be found in [Danuser and Kiibler 1995]
and for the derivations | refer to [Danuser 1995].

The Bundle Adjustment involves four types of observation
equations. The relation between the image coordinate ob-
servations and the 3D position of the target points on the
calibration standard is introduced with

1—20 ]+e¢mw

MwewR‘Pview wyiew ,view * (SQ N :’ii + wO,Q)

§ K]\.'iew,K;new vaew vxew’E aview,sview 1
¢ )

view
%,

VleW

(

The index ¢ runs over all target points. 2 is the rotation angle
of the grid with respect to the object coordinate system. My
calibration procedure is based on four rotation angles, each
approximately 90° apart. £ is the observed image coordinate
vector. Its index view specifies whether the point is observed
in the left or right image. The corresponding 3D position
#; is defined with respect to a coordinate system rotating
together with the calibration grid. Note that through the for-
mulation of (Sq - &; + z0,q) a non concentric rotation of the
calibration grid in the superior fixed object coordinate system
is introduced. The translation between the grid coordinate
system and the object system is defined by z9,0—0 = 0.

Equation (1) incorporates the weak perspective situation in
microscopy. The nonlinearity of perspective imaging there-
fore disappears and a perspective distortion term Zk -9 oF
is introduced, instead. Its magnitude depends on the lateral
and vertical position of the target point with respect to a per-
spective distortion free point. The latter's image coordinates
are given by £51°%. The expansion of the distortion series is
stopped when 9% - (£7ig" — £3'°™) < diag(Qe¢) ! which holds
in most cases for k = 2. This approach guarantees that the
inaccuracy of the weak perspective model becomes smaller
than the accuracy of the image coordinates.

M¥*¥ symbolizes the magnifications of the left and right
|mages, respectively. RV'®™ is an orthonormal matrix describ-
ing the orientation of the image coordinate system with re-
spect to the object coordinate system. The choice of the
primary, secondary and tertiary angle has been adapted to
the mICfOSCOpIC situation retaining the technical meaning for
VeV WView oview in standard photogrammetry.

The distortion function d¢ contains the well known radial
and decentering distortion for each view. Its coefficients are
— according to the technical terms in photogrammetry —
KV, Ky*¥ Py Pyi¥_ The terms s"°™ and ¢"**¥ com-
pensate for scale and shear distortion in the image coordinate
frames. The CMO distortion function §¢(E) has been derived
to particularly compensate for geometric deformations origi-
nating from the non paraxial imaging (see figure 1). Even in

1Q¢¢ is the cofactor matrix of the image coordinates.
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the case of perfect lenses, non paraxial optics leads to image
deformations. To get highly accurate vertical positions, the
introduction of this term is of utmost importance, as the-
oretically demonstrated in [Danuser and Kiibler 1995] and
empirically verified in section 5. A remarkable behavior of
this distortion type is that the very same parameter E is in-
volved in the distortion model of the left and the right view.
Therefore, in contrast to macroscopic photogrammetry, the
two image spaces of the stereo rig are closely related to each
other. In particular, this renders a separate calibration of the
left and the right imaging function impossible.

The coordinate residuals efmw may origin either from noise
in the image coordinate measurements, from unmodeled sys-
tematic errors or from the position errors of the control points
on the photo lithographic grating. An adequate error model
of the control point precision has to be introduced:

Lii+er, =3 with Que, (2)

To get reliable results the relation between Q¢ and Qe e,
must be very thoroughly determined. This can be achieved
by dividing the target points into a set of control points and
a set of check points. The empirical RMS of the check points
contains valuable information to define Q¢ ¢ .

The full parameter vector p to be estimated in the Bundle
Adjustment includes p’,

view

[p ’
K;’.\ew K;’lew Plvlew szlew E

!

p =

view, view’Mview’

view VleW]T

all the grid rotation angles (2, the corresponding transtation
vectors zo,o and all the coordinates 7' of the target points
on the calibration grid.

The observation equations (3) and (4) allow me to influence
the estimation of the parameter sub-vector p'.

ZP'+efpl = pl with le/fpf

Bp' with Q..

(3)
(4)

€c

With the equations of type (3), | can gradually turn on and
off the estimation of a certain parameter. With those of type
(4), | can specify similarities between parameters of the same
type in the left and right view, where B is the corresponding
similarity matrix.

A Least Squares approach using equations (1) to (4) is im-
plemented as in classical Bundle Adjustment. Data Snooping
is employed to efficiently detect and eliminate outliers in the
image coordinate observations. Each individual image coor-
dinate residual is compared with the corresponding diagonal
element of the residuals covariance matrix Q,,. This is a well
known standard procedure for blunder detection in the pho-
togrammetric Bundle Adjustment. Due to the limited depth
of field the estimation process suffers from a considerable nu-
merical weakness. Simulations in [Danuser and Kiibler 1995]
turned out that gross errors in the image coordinates can
cause serious numerical oscillations in the parameter space.
Such oscillations indirectly affect the quality of blunder de-
tection, too. To solve this problem, as many erroneous image
coordinate observations as possible must be detected before
entering the Bundle Adjustment. An expensive but fully au-
tomatic algorithm has been implemented to achieve this de-
manding task. The next section describes the most important
steps in this procedure.
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Figure 3: Image coordinate acquisition demonstrated with a 300x100 Pixel border region of a full view from the calibration
standard. (A) continuous response field of the interest operator. (B) the set S of local maxima overlaid on the original image.
(C1) and (C2) two iterations of the ICP. O € Py, A € Pyy1,0 € Py, extracted from S through a closest point search. The
inaccuracy of the affinity Ax lets the algorithm pick out the wrong local maximum for the left point in (C1). However, the
update of the affinity, also controlled by many other image points, results in a better location of the points in Pry1. A of (C1)
becomes (O of (C2). After a second update of the affinity the A moves to the correct place in (C2) even for the right point
where the local maximum O is slightly misplaced. (D) Template generated by analyzing the PSF of the image. (F) Result of
the LSM completed with diagnostics. Points without label are rejected points; (E1) to (E4) detail views of rejected points.

4 IMAGE COORDINATE ACQUISITION

The calibration procedure is run on 16 images, each contain-
ing more than 100 target points. As mentioned in section 3,
outliers in the image coordinates have to be reliably excluded
in an early stage of the procedure. Furthermore, an efficient
calibration is only possible with a fully automatic target point
detection and location. This becomes a demanding task with
light microscope imagery. Not working in a clean room envi-
ronment, small particles and dust stick on the standard. In
addition, scratches originating from the manufacturing and

. the handling of the grating appear. Both, the detection and
the location of the points are affected by such damages.

The target points can be detected by an interest operator.
Normally, these operators use a threshold on their local re-
sponse. An application of this technique to microscope im-
ages will fail even if the threshold is determined data driven.
Dust and scratches produce much higher image contrast and
therefore also higher interest operator responses than target
points (see figure 3-A and 3-B). Generally, it is impossible to
predict the frequency distribution of the interest operator re-
sponses for good target points and of those for corrupt image
features of high contrast. In my approach, | first compute a
continuous response F of an interest operator (figure 3-A).
In a second step its local maxima are detected (figure 3-B).
Thus, a set § of image points is obtained

S = {local maxima (E)} (5)

Note that the strongest responses do not necessarily appear at
the target point positions. | have experimented with several
implementations of interest operators. Mainly because of its
fastness and its close relation to the normal equations of the
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Least Squares Template Matching (LSM) the [Forstner and
Giilch 1987] operator is used.

The second step of the detection algorithm has to partition
S in two subsets P and P
S=PUP (6)
where P contains those local maxima that correspond to a
target point. A priori knowledge about the target point distri-
bution on the calibration standard is introduced. Each point
in P is a unique image point of the known target point set
O. The relation between the image point coordinates ¢; of
points in P and the object coordinates Z; in O is given by an
unknown, point dependent transformation T;.
Ti: &+ & (7
If O is a set of points all laying on a plane and when the
distortion terms in (1) are neglected, a global transformation
T for all points can be described by an affinity A. There-
fore, simultaneous to the set partitioning, the parameters of
the unknown affinity have to be estimated. A method based
on an lterative Closest Point Search (ICP) has been imple-
mented to solve this problem. Starting with an approximate
transformation Ay and a subset Oy a first point set Po can
be computed applying (7). O contains only points mapped
close to the image center since those are least affected by er-
rors in Ag. Searching for each point in ’}50 the closest point in
8, a set Py is obtained. The unique correspondence between
’ﬁo and Py now allows me to estimate a better transformation
A; and its quality 61. The further iterations for the compu-
tation of Ay and the extraction of Pi are analogous. The
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(A)

(B)

Figure 4: Example of target point detection and location in the case of a rotated and widely damaged grating. (A) local
maxima of the interest operator. (B) result of LSM. Points labeled with A are fully rejected, points with a () are declared as
uncertain and may be manually accepted, points with a number and a filled O are automatically accepted.

better A, the more can P be extended towards the image
border. And vice versa, the more correct points are contained
in Py, the more precise Aj.41 can be estimated. A sample
for two iteration steps is given in figures 3-C1 and 3-C2. The
iteration is stopped if one of the two criteria (8) or (9) is
fulfilled.

> 95%
Pk

Prl6r—1 > 6]
Pr 0 Pr—1

(8)
(9)

The criterion (8) means that false point correspondences be-
tween Py and Px have been established and thus Ay become
worse than Ar_;. In this case A;_; is presumed to be the
best known transformation A. The criterion (9) means that
no new points in § can be identified as target points and
therefore Ay is the optimal transformation A. Transforming
the whole set O with A results in a coordinate set Q which
can be used as initializations for LSM. Note that Q and P
may differ from each other. The poor contrast of the target
point pattern in the image does not guarantee a correspond-
ing local maximum in E for all target points. However, Q
contains the full grating independent of the successful detec-
tion of each target point by the interest operator.

A priori knowledge about the shape of the target points and
an analysis of the Point Spread Function (PSF) for each im-
age allows me to generate artificial templates (see figure 3-
D). This procedure is necessary because the sharpness dif-
fers for each of the 16 images due to the small depth of
field. The definitive image coordinates are computed apply-
ing LSM. A chain of statistical tests (global model test, joint
significance of all parameters and parameter subsets, exclu-
sion of non-determinable parameters, parameter testing in
the eigenspace) forms a powerful diagnostic tool. Its main
purpose is to detect false matches due to target point pat-
terns corrupted by manufacturing damages, scratches or dust
(see figures 3-E1 to 3-E4). The mean precision of the point
location turned out to be 0.03 pixel.

The high quality of this image coordinate acquisition scheme
can be verified in the data snooping procedure of the Bundle
Adjustment. My experience from many calibration runs is
that less than 0.05% of image points stili have to be excluded.
Another example in figure 4 demonstrates that the algorithm
works well even if the grating is rotated 7° out of the expected
orientation (figure 4-B) and if only a few target points result
in a well centered local maximum of the interest operator
response field (figure 4-A).
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5 RESULTS

As in any calibration the suitability and the quality of the
underlying standard is the key for a successful procedure.
The currently available grating has a target point spacing
of 300 um (see figure 3-F). The estimation of the imaging
model requires at least seven by seven target points within
the field of view. Therefore, using this grating, the micro-
scope can only be calibrated on a medium zoom level where
the field of view exceeds 2.5 X 2.5 mm. For higher magnifi-
cation levels, a grating with 100 zm spacing is necessary. A
new type of grating will be used in the future?. The most
important modifications of the new gratings are:

~ Various zoom level dependent point features on one sin-
gle wafer.

~ Improved contrast by etching Aluminium layers instead
of Siliconoxyd

— The mask is produced by a laser pattern generator which
is the very best currently available in micro electronic
manufacturing. Thus, a point precision all over the stan-
dard of 80 nm is expected (compared to the 3 um of the
mask used for the tests below).

However, even the relatively inaccurate standard allows me-
to demonstrate the great potential of the new algorithm.
The resolution of the microscope is 4 um on the zoom level
used for the presented tests. The depth of field measures
about 330 pm. This must be compared with the 3.5x3.5mm
field of view. Thus the relative depth of field can be defined
as about 1 : 10. Note that macroscopic close range pho-
togrammetry never is obliged to work with such asymmetric
point fields.

Table 1 contains results of calibration runs that investigate
various a priori stochastic models and six different imaging
models. The a priori model mainly consists of three param-
eters. The a priori standard deviation (Stdev) of the image
coordinates is described by o¢, **. The Stdev of the lateral
and the vertical components of the control point position are
determined by oxy and oz, respectively. From these values
the cofactor matrices Q¢s and Qe, ¢, are gained. The lateral
Stdev is obtained from the specifications of the grating while

2Due to some delivery problems of the manufacturer, they are not yet
available.

3When writing € and 1) separately the components of an image coordinate
vector £ are meant,

4For simplicity only one value for both components is shown, In the
software o¢ and o, can be defined, independently.
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v A Priori Model Imaging Model Empirical Accuracy
Image Chk Pts Ctl Pts
[Pix] [pm] PT Distortion &, [Pix] [pm] [pm]
oeq | oxy | 0z Elals| K |Ke | P | Pl 60| pe| pollpxy | pz|pxy | nz
0| 017 3.0 8.0 - -] - - - - - 2.05 1.3 1.6 6.8 | 30.1 8.4 126.1
11 0.03 30150 x X |x|-] x X x | x || 0.13]0.10 [ 0.07 35| 16.1 3.8 | 16.7
2 || 0.12 3.015.0 X x| x|-] x X x | x 0.14 | 0.10.| 0.08 351|120 40| 9.6
3 X - lxix] - | - - - 0.17 | 0.11 | 0.08 4.0 | 15.8 3.7 | 18.9
4 X - x| x| x X X X 0.15 | 0.10 | 0.08 3.8 |10.4 35| 123
5]} 0.17 3.01(8.0 X X | x]- - - - - 0.20 | 0.12 | 0.15 38| 6.8 35| 6.7
6 X X | x|[x}| - - - - 0.16 | 0.10 | 0.08 3.8 104 3.6 | 124
7 X x| x|- - - X X 0.15 | 0.10 | 0.08 391105 3.6 | 125
8 X x| x|[-] x X - 0.19 | 0.11 | 0.14 43| 6.5 38| 6.8
Table 1: Calibration versions using various estimation and imaging models.
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Figure 5: (A) Theoretically predicted deformation of two parallel planes in the object space when not compensating CMO
distortion. (B) Vertical residuals of version 3 in table 1 not compensating for CMO distortion and (C) those of version 8
compensating for CMO distortion. (?1) residual field at the lower border, (72) at the upper border of the depth of field. The
vectors at the right side of the drawings are the overall projection of the residuals along the Y axes of the object space.
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o oy | Mt g | MTER o) ehe E op exy | pz | o
[o] [o] [l [l [l [] [[1072°] [10719) || [pm] | [pm] | [Piz]
1 18.733 0.052 | 1.8953 0.0014 | 1.9214 0.0014 | -1.56537 0.0092 || 357 | 5.60 | 0.17
2 18.640 0.053 | 1.8956 0.0014 | 1.9217  0.0014 | -1.5429 0.0093 3.65| 658 | 0.17
|A] 0.093 0.074 | 0.0003 0.0020 | 0.0003 0.0020 | 0.0108 0.0132
NN 1.25 0.15 0.15 0.82

Table 2: Consistency test for some parameters: the empirical accuracies are shown for the check points

3 oy M@t o, e | MTiERE 4 Mright E 4] BXY | Bz 6o
[o] [o] [] [l [ [] [10719] [10719] || [pm] | [um] | [Pix]
1 17.800 0.057 | 1.8935 0.0017 | 1.9185 0.0017 | -1.4450 0.0090 3.811{ 6.77 0.19
2 17.311 0.044 | 1.9002 0.0013 | 1.9256 0.0014 | -1.3839 0.0079 3.51 | 5.82 0.16
JA| 0.489 0.087 | 0.0067 0.0021 [ 0.0071 0.0022 0.061 0.020
|Al/oja 6.79 3.19 3.23 3.09

Table 3: System repeatability over 2 month: the empirical accuracies are shown for the check points

the vertical one is currently taken from the specifications of
the micrometer table carrying out the vertical motion. lts rel-
ative position for motions up to 500 um is specified with 1%.
In the future, using more precise gratings the vertical position
has to be measured by a laser interferometer in order to get
a homogeneous 3D precision distribution.

The imaging model described by equation (1) is partitioned
into the weak perspective transformation (PT) and the dis-
tortion function . The quality of the results is judged by
investigating empirical accuracies in the image space and in
the object space.

In version 0 no parameters except the magnification Mvie”
are estimated. They are fixed to the values provided by the
manufacturer. The strikingly improved results of the other
versions clearly demonstrate the necessity of a thorough cal-
ibration. Versions 1 and 2 demonstrate the sensitivity of the
estimation procedure to a disproportion of Q¢¢ and Qeses-
In version 1, a¢, is received from LSM results. These by far
too optimistic values are corrected for a better Bundle Ad-
justment in version 2. For versions 3 to 8, o¢, and oz are
further adapted to the corresponding empirical accuracies.
Version 3 to 8 consider various combinations of distortion
terms. The imaging model of version 3 principally corre-
sponds to the standard camera model often used in computer
vision ([Faugeras 1993]). A perspective transformation (in
my case modified to the weak perspective situation) is com-
pleted by terms that compensate for shear and scale distortion
in the image space. In version 4 radial and decentering dis-
tortion terms well known in photogrammetry are additionally
introduced. Both models considerably improve the overali ac-
curacy with respect to version 0. The finer distortion model
of version 4 provide significantly increased vertical accuracy.
However, version 5 clearly demonstrates that the vertical ac-
curacy is mainly affected by the non paraxial imaging. The
vertical accuracy is further improved by a factor of nearly two
when the new term E is introduced.

Figure 5 contrasts the the vertical residuals of versions 3 and
8. Not correcting for CMO distortion results in a spherical
deformation of the object space 5-A. This behavior has been
theoretically predicted in [Danuser and Kiibler 1995] and now
is perfectly verified on real data (figures 5-B1 and 5-B2). Fig-
ures 5-C1 and 5-C2 demonstrate that through the new CMO
term E the vertical residuals are reduced to values below the
vertical precision limit of the target point field. The remain-
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ing systematic errors at the upper border of the depth of field
(figure 5-C2) may origin from different scales of the vertical
axis (defined by the micrometer table) and the lateral axes
(defined by the grating). This is the major draw back of us-
ing planar gratings for the 3D calibration. On the micrometer
scale it is very delicate to tune the metric systems of various
dimensions. :
Unfortunately, the term E causes reduced determinability for
the scale and ‘the decentering distortion terms. It is of ut-
most importance to detect this weakness as the introduction
of s¥™ (version 6), as well as of P}™*™ and Py**¥ (version 7)
worsens the performance of the system in the object space.
Without check point analysis, the determinability is tested
by the contribution of each distortion term to the trace of
the cofactor matrix Q,,. A large relative contribution of a
certain parameter indicates its high correlations to other pa-
rameters and therefore its weak determinability. Simulations
in [Danuser and Kiibler 1995] let me expect this problem,
but it has turned out to be even more serious. The relative
contributions of P}®¥ and Py'*™ reach values of 8% which
are not tolerable. On the other hand the empirical accuracy
in the image space is improved when estimating scale and
decentering distortion terms. Versions 6 and 7 show that
particularly the 7-direction (perpendicular to the epipolar di-
rection) is positively affected by s"*** and 1"/’2"’ Through
the high correlations between the rotation angles *i*¥ and
the CMO term E the latter becomes overestimated. As E
affects the £- and the 7-component of the function §¢(E) the
7-compensation is slightly too large. This overestimation now
is partially picked up by the terms s**¥ and P;’};‘w but with
the demonstrated negative side effect in the object space.
Therefore, | propose to use the imaging model of version 8.
Version 6 or 7 can be reevaluated if the application uses only
measurements in the center of the field of view. In this case
the relative depth of field is increased which stabilizes the
estimation process.

In most versions, the empirical accuracies of the check points
are very similar to those of the control points. Furthermore,
in the most accurate versions 5 and 8, they correspond very
well to the specified a priori Stdev. Hence, the imaging model
would allow me to derive more precise positions when using
a more precise calibration standard. Note that not the op-
tical resolution is responsible for the precision limit. For the
highest zoom level (optical resolution 2.3 um) sub-micron ac-
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curacies can be expected when employing the more precise
standards. Relative measurements have been carried out for
lateral positions ([Mazza et al. 1995]). The results — also
verified by measurements using other sensor types — have
demonstrated that super resolution down to 50nm can be
achieved with the proposed approach.

Two other tests investigating numerical weaknesses in the
Bundle Adjustment are shown in table 2 and 3. The self-
consistency of four numerically weak parameters, which are
the parallactic angle ®°, the magnification M“*¥ and the
CMO term E, is tested in table 2 . In the self consistency
test check points and control points of the very same data set
are exchanged. None of the normalized differences |A|/oa
are statistically significant. Notice that oa is computed from
the Bundle Adjustment’s normal equations. Therefore one
can state a satisfactory self-consistency of the parameters.

The same procedure is carried out in table 3. This time
two data sets acquired with a time difference of 2 month
are compared. It is obvious that the parallactic angle ® suf-
fers from relatively weak repeatability. Of course, not only
numerical oscillations but also mechanical instabilities of the
system hardware and inhomogeneities of the calibration stan-
dard (the target points used for calibration are not the same
in_both runs) lead to differences. A part of the differences
Ag can be explained by the correlation between ® and E
(worst case: 85%). High correlations occur also between var-
ious other parameters. Thus, the whole parameter set must
be considered as a unity. Repeatability tests can not concern
one single term of the whole imaging model but must be an-
alyzed through the accuracy performed in the object space.
The latter is adequate also for the long term repeatability.

6 CONCLUSION

A new imaging model for Stereo Light Microscopes has been
theoretically derived in [Danuser and Kiibler 1995] and is
now successfully implemented on a fully operating micro vi-
sion system. On a medium zoom level (optical resolution
4 pm) empirical accuracies of laterally 3.8 um and vertically
6.5 um are obtained. This corresponds to a relative accuracy
of 1 : 1000 (lateral) and 2 : 100 (vertical), respectively. In
the image space the relative accuracy is 2 : 10000. The dis-
crepancy between object space and image space accuracy is
caused by the limited precision of the underlying calibration
standard currently available. Better standards will be used
in the future, hopefully alowing me to measure with a preci-
sion of some tens of nanometers on the highest magnification
level. Good results for lateral position measurements support
this expectation.

One of the outstanding features of the imaging model is
the computation of distortions originating from non paraxial
optics. The application of this model is not limited to mi-
croscopy but may as well improve the performance of macro-
scopic systems relying on non paraxial optics.
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