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ABSTRACT

The survey of complex three dimensional objects still require a considerable amount of human interaction in performing purely geometric tasks even in top digital photogrammetric systems. We present here an improvement of the automation of a subtask, namely the tie point transfer and the computation of an approximate exterior orientation by bundle block adjustment. We assume a close range environment, where object targeting plays a key role in the method. To speed up the workflow, we automated the localization and numbering of the targets, while the operator will still recognize the control points. In addition, after for a group of three images correspondencies are given, the use of the epipolar constraint make it possible to compute automatically the exterior orientation of any other image with a suitable number of points in common with the set of three images.

1. INTRODUCTION

The survey of complex three dimensional objects, though clear in the concept, still suffer from the difficulties of optimizing the photogrammetric network design (both in terms of number of images and of their position and attitude); apart from accuracy considerations, also practical but time consuming issues, such as to ensure a complete object coverage and the organization of the data acquisition for the digital surface model (D.S.M.) should deserve attention. Therefore even top digital photogrammetric systems still require a considerable amount of human interaction in performing purely geometric tasks (such as D.S.M. generation), to arrange the sequence of images, number the control points, provide approximate values if necessary and select (stereo)pairs for mass point determination by I.s. matching or other techniques.

To increase the degree of automation or just to improve the performance of such systems, several issues should be addressed, some perhaps specific to the survey of a particular class of objects, some more general. In the following we report about the experience gained in the survey of a sculpture, in the framework of a project aiming at assessing the feasibility of reproducing a faithful copy of the original by a numerical control milling machine. Details about the survey, performed by acquiring more than 100 images with two microscanning cameras JenScan coupled with a pattern generator and processed by the InduScan system of Zeiss (Kludas, 1995), can be found in (Vassena et al., 1996).

Here we focus on a subtask, namely the improvement of the tie point transfer and the computation of an approximate exterior orientation by bundle block adjustment. To this aim, the procedure can be split in three different stages:

- target identification (identifying the control points);
- target transfer (search for correspondencies in all images).

The first stage is the easiest to automate, if well defined targets are used; the second is feasible, provided that the c.p. are distinguished by individual marks. The last stage depends on informations about image geometry, target density and object shape. We assumed as starting point an operational environment where the operator, to provide data for a bundle block adjustment, works on image pairs and selects the homologous pairs; besides he labels them and identifies the control points. To speed up the workflow, we automated the localization of the targets, by using several levels of screening; the operator will still recognize the control points. In addition, after for a group of three images correspondencies are given, the use of the epipolar constraint make it possible to compute automatically the exterior orientation of any other image with a suitable number of points in common with the triplet of images.

2. IMAGE ORIENTATION

The determination of the exterior orientation of the images when the object is really 3D and the pictures are taken disregarding the normal case, is often a complex task. In fact it may be difficult to provide good approximations for the orientation parameters and, if some degree of automation is involved, also the selection of tie points may prove to be hard. The proper design of a survey might well include such problems in its framework. Particular attention should be paid to whether targeting may be worth or not in the case at hand. Retroreflective targets or even less expensive home-made targets can help substantially, simplifying both the ground control and the search for tie points.
As far as the ground control is concerned, there may be cases where, even if the object coordinate system is arbitrary, so that only a scale is to be fixed, some control points may be necessary to strengthen the block; in such circumstances only targets (no natural features of the object) may be determined with the necessary accuracy. As far as the automatic or semi-automatic search for tie points is concerned, the procedure may well take advantage of well identifiable features in the object. Highly textured objects, rich in details, make life easy to humans or interest operators; to the contrary, dealing with poor or no texture, artificial patterns may be projected on the object. This will ensure dense and reliable measurements in the mass point determination stage. In a semi automatic procedure, nevertheless, where the operator’s role is bounded to roughly select tie points, he would feel uneasy with such patterns, while targets might effectively support him and speeding up the procedure. A step further, in this respect, might be automatically recognizing targets in images, leaving the operator just with the task of assigning their correct labels (point numbers). This trade off can still be highly productive in a close-range environment, where the block structure, and the object shape may prevent the algorithms designed for aerial images to connect models or photographs.

Dealing with a truly 3D object like a statue, the number of images necessary to cover the whole object may be considerably high; moreover, without a rough but adequate 3D model, no automatic design will provide with reliable results, since hidden parts of the object won’t be covered: the expertise and the check of an operator will probably be still due for a long time to go, but methods for providing such a description simply and fast will be welcome.

3. AUTOMATIC TARGET DETECTION

Target selection and localization in the images may be performed by a combination of several criteria, in order to enhance the reliability of the whole process. If retroreflective targets are used, as in our case, they will usually appear as very bright spots, often with g.v. close to the extreme of the brightness range; this characteristic can obviously be exploited in the localization process. Therefore we applied the following criteria:

- first selection by Förstner’s interest operator;
- ranking according to interest value and mean of the gray values within a mask;
- template l.s. matching;
- object coordinates consistency in case of redundant observations.

High contrast features like the targets used are easily located by Förstner’s interest operator (Förstner, 1988; Förstner, 1991), provided that an appropriate mask size is chosen (either not too small nor too large, compare to target size). To reduce the computational load, the mask is moved in steps related to its size and, after local maxima suppression, the bias correction is applied computing the gravity center of the feature. Since not only targets will be selected (but no one will be missing, except perhaps for cases where collimation would be uneasy also for an human operator) false candidates should be discarded; due to the pattern generated by the projector, in our case the candidates were still in the order of thousands.

To discriminate the targets, the circularity index proved not to be good, while the interest value, though not in absolute terms, that is only on a single image base, was always in the top of the rank list. Given the maximum number of targets visible in an image, a first criterium was therefore to rank the candidates and discard all points exceeding the v-th position. This has been complemented by the computation of the mean of the gray values within a mask around the candidate centre, removing those out of a threshold empirically fixed. This second criterium proved to be less sensitive to changes from image to image, compare to the interest value.

3.1 Template least squares matching

To improve the accuracy of the target location and to further discard false candidates a template l.s. matching is performed (Lemmens, 1988; Baltasavias et al., 1990; Baltasavias, 1991), where the template is a synthetic image representing the target. The matching program works in a X-Windows interface under Unix environment and has been written in C and Fortran 77. The geometric model assumed for resampling within the search window is an affine transformation, where any of the parameter may be constrained, adjusting the model to a simpler one (shift only, conformation transformation, etc) prior to the processing (no automatic testing of significance and updating is performed in the iteration process). To stop the iterations, the relative change of sigma naught and of the correlation coefficient are used; in addition, if a correlation threshold (0.5) is not reached within the first 10 iterations or if the convergence rate is too low, the matching is stopped. If at the end of the process a second threshold, fixed depending on the quality (distinctness, image contrast, noise level, etc.) of the points to be matched is reached, the result is accepted. Since l.s. matching is sensitive to outliers in the gray values, due e.g. to dust or scratches or to inhomogeneous target background, the solution may converge to a local minimum, while still enjoying a degree of correlation sufficient to let the point to be accepted as a good one. To contrast this bias, the matching can be robustified by using a different adjustment principle or introducing some outlier rejection procedure. As a very basic but sometimes very effective idea is to remove from the solution the contribution of the pixels with g.v. outside a given range; this works well in a controlled environment. Rather than a robust adjustment method, a more conventional data snooping procedure has been used, rejecting all standardized residual larger than 4 at each iteration of the non linear process. The outlier rejection take place only after a certain degree of convergence is reached, since at the beginning radiometric differences between template and slave are likely to depend on the approximate registration of the images rather than on image noise. Experiences have shown that the procedure may cause some instability (oscillations of the parameters in subsequent iterations) but that it is effective in reducing the bias in many cases.

To improve the fitting between template and search window, a radiometric transformation is introduced, which should partly compensate for differences in illumination, reflectivity and so on. The parameter of the transformation are not included in the l.s. adjustment, but are computed prior to the matching: we used the Wallis filter (Wallis, 1976) in a particular case, forcing the
equalization of the mean and the variance of the g.v. between the two windows:

$$ g_p^2 = (g_p - \bar{g}_r) \frac{\sigma_r}{\sigma_p} + \bar{g}_r $$  \hspace{1cm} (1)

$g_p$, $g_r$: g.v. of a patch pixel after and before the filter correction;
$\bar{g}_p$, $\bar{g}_r$: mean values of g.v. of the patch and the template;
$\sigma_p$, $\sigma_r$: st.d. of g.v. of the patch and the template.

In the first iterations a constraint is put on the amplification of the contrast:

$$ \frac{\sigma_r}{\sigma_p} < q_{\text{max}} $$  \hspace{1cm} (2)

$q_{\text{max}}$: threshold value for contrast amplification.

Since it has been noticed in previous experiences with poorly textured surfaces that, when the initial values are not very good, it may happen that the g.v. variance in the search window is very small, because just a small part of the target shows up in the window. Therefore the amplification factor becomes very high, affecting the convergence of the geometric transformation to the correct solution (basically, the scale factor may be misjudged); after a sufficient degree of convergence is reached, this effect disappears, so the equalization can improve the radiometric fitting without any bias of the solution.

Two types of targets were used on the sculpture: a set for control points, provided with point number, and a second one for tie points; both contain a white central disk surrounded by a black ring (see Fig. 2). To build a template good for both kinds of targets, the image of a target with minimal perspective deformation has been cut out. A synthetic copy of the target has been generated by selecting half of a profile across the centre, interpolating it by polynomials and rotating it around a vertical axis, to give raise to a symmetric distribution of the g.v. with respect to the window centre (see Fig. 1).

The theoretical accuracy on the image, based on the (usually optimistic) estimate given by the inverse matrix by I.S.M., is in the order of 0.15 mm; the R.M.S. of the differences with respect to the same targets, measured by the InduScan system, are nevertheless in the same range.

4. THE SEARCH FOR HOMOLOGOUS POINTS

Once targets have been located in the images, correspondencis must be established between image points; moreover, control points need to be identified. If we could approximate the object by a plane, at least in significantly large areas, we may compute a 8-parameter transformation, identifying manually 4 points in each image and then transferring automatically all targets from a reference image. In aerial blocks the flight plan and approximate informations on the elevations may provide with a range along an approximate epipolar line (Liang and Heipke, 1994). The same idea may be used with 3D objects, but the approach may fail, because it is difficult to find good approximate orientation values for the images: it may be necessary to extend the search for candidates to a larger region along the epipolar line, increasing the risk of false matchings, particularly when the candidates all look the same, like retroreflective targets. To avoid inconsistencies, the search area should contain only one candidate or, in other words, epipolar geometry should be precisely known for at least three images. To automate the process, any available a priori information on the imaging geometry should be considered, but still in many cases the amount of information may not be enough.

We opted for an intermediate solution, where human intervention is still necessary, but limited to tasks easy for humans and more difficult to algorithms. In practice, we want to improve a workflow where the operator will roughly point to the targets on the screen, then will label them in all images, either assigning new numbers or reading the control point numbers (see Fig. 2). This is still much work when there are many images and many targets, like in our case; therefore we set up a semi-automatic procedure, where the operator’s job will be restricted to restarting the procedure whenever it stops and to identifying the control points only. The other targets will be numbered and recognized automatically.

4.1 Description of the procedure

The input data for the procedure are the target image coordinates and the object coordinates of the control

Figure 1 - 3D view of the template

Figure 2 - The two kinds of targets used
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Starting from a point $P_{Bj}$ in B its epipolar is drawn on C and its intersection with $e_C$ is computed. If a candidate $P_{Ck}$ is found in a window defined by the two bands overlap around this point, then a candidate set is found; more candidates $P_{Ck}$ may anyway exist in the same window. Once all possible sets are found, ambiguities must be solved through a consistency check of the intersecting rays. This is done by computing, for each set, the three distances between the rays and taking their mean value. The set enjoying the minimum distance $d_{\text{min}}$ is taken. If $d_{\text{min}}$ is smaller than a threshold, the ground coordinates of the point are computed. Once all candidates from A have been checked, the exterior orientation is improved by running a second bundle adjustment including the new points.

After this first stage we have (one or more) groups of three oriented images, some known object points and some image points still to be numbered on the images. To go further the operator looks for adjacent images sharing at least three known object points and three more targets with two of the oriented images. He just assigns the correspondencies, labelling the new points on the new image. Based on the common set of points, the above procedure is repeated and the new image is incorporated in the block, while the number of targets determined in object space increases. The procedure continues adding new images but may eventually stop if there are no images satisfying the above conditions. If this is the case, the operator must find another group of three images to restart with.

Figure 3 - The identification of the corresponding image points
5. THE SURVEY OF A SCULPTURE

The above procedure has been applied to the determination of the digital surface model of a sculpture (see Fig. 4), as mentioned in the introduction. For the whole survey, 108 images have been acquired and 11 of the 150 targets used were determined by theodolite survey with an accuracy of 1/10 mm on all coordinates. The functioning of the proposed method has been tested with only 10 images, each containing on average 14 targets, covering the sculpture's head. Control points were available only in the front part of the body. The 10 images were successfully tied together. All targets were automatically localized and measured on the images, while the control points were labeled by the operator (see Table 5).

<table>
<thead>
<tr>
<th>image n.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>targets</td>
<td>17</td>
<td>18</td>
<td>14</td>
<td>14</td>
<td>14</td>
<td>12</td>
<td>15</td>
<td>16</td>
<td>16</td>
<td>9</td>
</tr>
<tr>
<td>c. points</td>
<td>6</td>
<td>7</td>
<td>6</td>
<td>6</td>
<td>4</td>
<td>4</td>
<td>6</td>
<td>6</td>
<td>4</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 5 - Number of targets and control points in the test images.

Three pairs of images (group 1) were selected out of the whole group, which contained at least 3 c.p. and 3 tie points; a bundle adjustment has been computed, providing the approximate exterior orientation.

Looking in all possible sets of three images, thanks to the epipolar constraints, the coordinates of additional tie points were determined (see Table 6).

<table>
<thead>
<tr>
<th>image n.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>targets</td>
<td>17</td>
<td>18</td>
<td>14</td>
<td>14</td>
<td>14</td>
<td>12</td>
<td>15</td>
<td>16</td>
<td>16</td>
<td>9</td>
</tr>
<tr>
<td>numbered</td>
<td>10</td>
<td>11</td>
<td>11</td>
<td>11</td>
<td>4</td>
<td>4</td>
<td>13</td>
<td>12</td>
<td>4</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 6 - Results of the target location procedure for group 1 (in dark cells)

Each of the four remaining images has been linked to one of the three sets of group 1, by manual identification of the minimum number of common targets. Correspondencies between the targets on the new images and the images of group 1, were automatically found (see Table 7). Including these new observations, a new bundle adjustment have been run, improving the exterior orientation.

<table>
<thead>
<tr>
<th>image n.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>targets</td>
<td>17</td>
<td>18</td>
<td>14</td>
<td>14</td>
<td>14</td>
<td>12</td>
<td>15</td>
<td>16</td>
<td>16</td>
<td>9</td>
</tr>
<tr>
<td>numbered</td>
<td>11</td>
<td>14</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td>12</td>
<td>13</td>
<td>13</td>
<td>9</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 7 - Results of target location on the whole set

6. FINAL REMARKS AND PERSPECTIVES

The results shown above confirm that the implemented procedure is effective in speeding up the measurement of tie points for image orientation. Many developments can be still introduced either robustifying the algorithms or improving the user-interface. The search for the approximate orientation may be simplified and made capable of dealing with strong convergent cases. At present the procedure runs over all possible sets of three images to search for additional target correspondencies. This is still acceptable with a small number of images, but the combinations grow exponentially: therefore we need to discard all sets whose images cannot share, on the basis of the exterior orientation, any common target.
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