
International Archives of Photogrammetry and Remote Sensing. Vol. XXXII, Part 5. Hakodate 1998 

AUTOMATED ORIENTATION WITH THREE-DIMENSIONAL MOSAICING 

Kazuo Oda 

Asia Air Survey Co., Ltd. 
8-10 Tamura-cha, Atsugi-shi, Kanagawa-ken, 243-0016, JAPAN 

EMail: kz.oda@ari.ajiko.co.jp 

Commission V, Working Group VII 

KEY WORDS: Image Registration, Mosaic, Orientation, Non-linear Optimization. 

ABSTRACT 

This paper discusses the feasibility of applying three-dimensional mosaicing method for automated orientation prob­
lem. The three-dimensional mosaicing, which is an extension of two-dimensional image mosaicing technique, is 
regarded as an image registration method for scenes with disparity due to difference of depth. The three-dimen­
sional mosaicing gives orientation parameters in a more general way. Depth parameters at specified mesh points 
are estimated as well as parameters for geometry of cameras at the same time. We developed a prototype system 
which executed the three-dimensional mosaicing algorithm with pair of stereo images. Experimental results show that 
RMS errors of vertical parallax were about 0.5 pixel. 

1. INTRODUCTION 

Existing automated (relative) orientation techniques gener­
ally extract feature points in stereo pair images and find 
correspondence between them without human aid. The 
quality of orientation, however, mainly depends on how 
many or how clear the feature points are in the images and 
how correctly they are extracted and measured. 

Three-dimensional mosaicing (3-D mosaicing), which is an 
extension of two-dimensional image mosaicing technique, 
is regarded as an image registration method for scenes 
between which disparity exists due to difference of depth. 
The 3-D mosaicing can calculate orientation parameters in 
a more general way. Depth parameters at specified 
mesh points are estimated as well as parameters for 
geometry of cameras at the same time. 

Although these parameters are described in coordinate 
system of projective geometry, a normal set of orientation 
parameters in Euclidean coordinate system can be 
derived theoretically if internal orientation parameters of 
stereo pair are given. The 3-D mosaicing does not require 
extraction of feature points in images; it directly optimizes 
orientation parameters and depth parameters so that the 
sum of differences of brightness between corresponding 
pixels are minimized. 

In this paper, after describing image registration technique 
of 3-D mosaicing, a set of results of the test registration 
will be shown and feasibility of applying 3-D mosaicing 
for automated orientation problem will be discussed. 
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2. IMAGE REGISTRATION TECHNIQUE OF 3-D 
MOSAICING 

2.1 Image Registration Technique of 2-D Mosaicing 

Two-Dimensional image mosaicing (2-0 mosaicing) is an 
image registration method which can automatically match 
one image with another. This algorithm assumes that cor­
respondences of cocoanuts between two images I and I' 
is represented by projective transformation: 

(1) 

where (x, y) and (x', y') are coordinates of Image I and 
I' , and H (h 1, . . . , ha) is a set of coefficients of projective 
transformation. In many studies two-dimensional image 
mosaicing adopts Levenberg-Marquardt {LM) method to 
calculate H(h1, ... , ha) automatically. The LM method is a 
non-linear optimization which is an extension of least 
squire minimization. The LM method can be used to opti­
mize H{h1 , . .. , ha) so as to minimize the following evaluation 
functionx2(H): 

N 

/(H) = L,, ei2 

i = 1 

ei = l(xi, yi)- l'(x'(xi, yi, H), y'(xi' yi, H)) 
(2) 



where l(x, y) and l'(x', y') are pixel value of image I and 
I'. 

Many studies of 2-0 image mosaicing employs coarse-to­
fine strategy which refines precision by processing series 
of images structured hierarchically in different scales from 
coarse to fine. This strategy contributes to avoiding to con­
verge local minimum of x\H), as well as reduces pro­
cessing time. 
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Figure 1: A simple schema of projective depth 

2.2 3-D Image Mosaicing 

The 3-0 mosaicing is an extension of 2-0 image 
mosaicing. In 3-0 mosaicing, Equation (1) is modified as 
the following form (Szeliski, 1994): 

x'(x, y, H) 
h1x+h2y+h3 +t1 -w(x,y) 

= 
h7x + hay+ 1 + t3 · W(X, y) 

y'(x, y, H) 
h4x + h5y + h6 + t2 · w(x, y) 

= 
h7x + hay+ 1 + t3 . w(x, y) (3) 

where (t 1, t2, t 3) is the homogeneous coordinates of the 
epipole in image I' where the optical center for image I is 
projected, and w is depth parameter. The 2-0 coordinates 
of the epipole is given by (t 1 /t3, t2/t3) . The parameters H 
and (!1, t2, t3) are called camera parameters because 
they represent 3-0 geometry of cameras. 

The depth parameter w is a special case of generalized 
disparity (Oda, Kano and Kanade, 1997). If the depth 
parameter w is constant, Equation (3) shows simple pro­
jective transformation. This means that w is constant on 
some plane in 3-0 space, and that the parameters H(h1 , .. . , 

h8) are projective transformation in case that w = 0. 

Figure 1 illustrates the concept of depth parameter. The 
plane n0 where w has value O and all points are projected 
by H between I and I', can be defined arbitrarily in the 3-
0 space, but it is reasonable to determine n0 as an plane 
which approximates the scene of I and I', because the 
parameters H(h1 , .. . , h8) are calculated first in 3-0 
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mosaicing process so as to roughly register the whole 
scene. 

The depth parameter w is infinite on the plane n~ which 
goes through the optical center of image I . If w is con­
stant, objects are on a plane which shares a common line 
L with n0 and n~ . 

The parameters w(x, y) and (t 1, t2, t3) can also be calcu­
lated by using the LM method. In general, w(x, y) are esti­
mated with n control vertices Pi(xi, Yi) (i=1,2, ... n) in order to 
reduce the total number of parameters for optimization and 
the full depth parameters are interpolated from w(xi, Yi) by 
proper method such as spline function (Szeliski, 1994). We 
have employed planar interpolation, which constructs the 
scene with planar triangles whose corners are on the con­
trol vertices. If (x, y) is spacially included in a triangle 
whose corners are control vertices (xi, Yi), (xj, Yi) and (xk, 
Yk), w(x, y) is denoted as following: 

w(x, y) = pi · x + Pj · y + pk 

(4) 

The 3-0 mosaicing gives correspondence at the control 
vertices between the input images and thus relative orien­
tation can be executed If interior orientation parameters 
are known. 

Input: lmages(I1 h) 

Create coarser images of (1 1h) (1/2, 1/4,.,) 

-
~ 

A cycle of optimization 
-

I -
I Optimization of camera parameter, 

(h1 - h8, t1 - t3) 

I Optimization of depth parameters I 
(w;) 

repeated for 1 -2 times 

Coarse-To-Fine looo 

Output: depth and camera parameters 
(h1 - hs, t1 - t3, W;) 

Figure 2: Flow chart of 3-D image registration 



3. EXPERIMENT AND RESULT 

3.1 Implementation of 3-D Image Mosaicing 

A prototype system of registration by 3-0 image mosaicing 
has been developed. Figure 2 shows the flow chart of cal­
culation of 3-0 mosaicing parameters. First a series of 
images of I and I' are created for coarse-to-fine process­
ing by reducing image size. Next, H(h1,--., ha) and 
(ti, t2, 13) are estimated by LM method with the coarsest 

images and optimization of depth parameters follows. After 
repeating this optimization 1 or 2 times, processed images 
are exchanged to finer ones. These procedures are 
repeated until the finest (original) images are processed. 

the 1st grade: 5 points the 2nd grade: 13 points 

Figure 3: Control vertices and triangulation 

Figure 3 illustrates the distribution of control vertices and 
triangles. Our program of 3-0 mosaicing can specify a 
grade of control points at each stage of coarse-to-fine 
loop: the first grade control vertices contains only 5 points, 
while the 4th grade includes 145 control points. Higher 
grade of distribution should be specified for finer images in 
coarse-to-fine strategy. 

3.2 Results and Evaluation 

3.2.1 Depth Parameters: Figure 4 and Figure 5 are the 
results of image registration by the 3-0 mosaicing for two 
test cases 1 and 2. In each figure, the two images in the 
first row are original stereo pairs and the left image in the 
second row is the resultant depth parameters at each pix­
els. In the final results the control vertices were the 5th 
grade (545 points). Brighter pixels in these figures indicate 
larger (closer in these cases) depth parameters. Black 
parts indicate the part with no results. Most of them are the 
parts where image I had no matching points in I' , or 
where calculation error occurred. 

Although the resultant depth maps show surface shape of 
the objects intuitively, considerable errors have occurred 
such as the parts indicated by the character A and B. The 
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parts indicated by A are because of calculation failure from 
lack of texture, while the parts indicated by B are because 
of unstable calculation since the direction of textures were 
along the epipolar line. 

3.2.2 Parameters Hand (t 1, t 2, t3 ) : To check the preci­
sion of the camera parameters H(h1, . .. , ha) and (t 1, t2, t3) 

we have checked vertical parallax at check points showed 
in Figure 4 (4) and Figure 5 (4). As shown in Figure 6, ver­
tical parallax for point P in I can be defined as the dis­
tance between the corresponding point P' and the 
epiporlar line of P. The epiporlar line lies on the epipole 
(t 1 /t3 , t2/t 3) and PH on which P is projected by H in I'. 
After manual measurement of coordinates for all the check 
points in I and I' , vertical parallaxes for all points have 
been computed. 

RMS errors of the vertical parallaxes are within 0.5 pixel 
for both of the test cases which concludes that the param­
eters H(h 1, ... , ha) and (t1, t2, t3 ) have been computed 
rather precisely despite considerable errors are involved in 
depth parameters. This is important because the precision 
of relative orientation depends on the precision of parame­
ter H(h1, .. . , ha) and (t 1, t2, t3) . This fact shows that image 
registration by the 3-0 mosaicing is applicable to auto­
matic relative orientation. 

4. CONCLUSION 

We have developed a prototype system which performs 
image registration by the 3-0 mosaicing technique with 
stereo image pair and found that the method can be 
applied to automatic relative orientation. We are planning 
to improve our system so that more than two images can 
be processed at a time to utilize redundancy of stereo 
pairs. 
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(2) I' 

(3) output depth parameter (4) check points of vertical parallax 

Figure 4: Result of image registration by 3-D mosaicing -Test case 1 

(1) I' (2) I' 

(3) output depth parameter (4) check points of vertical parallax 
Figure 5: Result of image registration by 3-D mosaicing for Test case 2 
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Figure 6: Vertical parallax and epipole 
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