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ABSTRACT

This paper discusses an orientation method for high-resolution satellite images based on the a�ne projection
model. The conventional central projection model can lead to over-parameterisation due to the narrow �eld
of view of the optics, which in turn can cause instability in the orientation. It is shown that the a�ne model
o�ers a solution to this problem since it can absorb linear distortions in orientation parameters while at the
same time stabilising the orientation/triangulation process. The assumption is made with the a�ne model that
the satellite travels in a straight path at uniform velocity within the model space, where the chosen datum is
the Gauss-Krueger projection (or UTM). The a�ne model has been validated through experiments conducted
with both SPOT and MOMS-2P stereo imagery, and the results of practical tests are reported. These show
that the a�ne approach, which needs no prior knowledge of sensor trajectory or a precise camera model, can
yield sub-pixel ground point triangulation accuracies, while displaying a high level of solution stability.

1 INTRODUCTION

High-resolution satellite imaging sensors feature very long focal lengths and narrow �elds of view. This imaging
geometry can lead to over-parameterisation in orientation/triangulation if the conventional central projection
model is adopted for restitution. The problem becomes more acute as the �eld of view narrows. If sensor interior
orientation is known, and high precision navigation sensors are available to provide position and attitude data for
the satellite line scanner, either all or some of the exterior orientation parameters can be constrained to suppress
over-parameterisation and thus stabilise the orientation/triangulation process. As an alternative restitution
approach, a model based on a�ne projection can be considered. The late Professor Okamoto proposed such an
approach (Okamoto, 1981,1988; Okamoto & Akamatsu, 1992a;b) and over recent years e�orts have been made to
investigate the geometric and algebraic properties of a�ne projection, and to formulate and evaluate alternative
sensor orientation and triangulation models for satellite line scanner imagery (Okamoto et al.,1998;1999).

The present paper integrates the theories and procedures of a�ne-based orientation for satellite line scanner
imagery and shows through experimental results that the method can produce a precise and stable algorithm for
exterior orientation of satellite imagery. Moreover, the a�ne model exhibits some advantages over conventional
central projection approaches and these become more pronounced with narrower �elds of view of the sensor.
The reported experiments utilised stereo images of SPOT and MOMS-2P, where ground control points (GCPs)
and check points were recorded to sub-metre accuracy by aerial photogrammetry and GPS surveying.

2 CATEGORIES OF ORIENTATION METHODS

The imaging systems of high-resolution satellites are typically linear, push-broom scanners. Orientation methods
developed to date for satellite imagery, typically SPOT images, may be classi�ed into two groups. The �rst
involves the formulation of a strict central projection model, with the trajectory and orientation of the satellite
sensor being described in a 3D Cartesian coordinate system (Kratky, 1989; Gugan, 1988; Westin, 1990; Trinder,
1988). The second approach involves the formulation of a projection model which simulates conventional stereo
photogrammetric restitution for frame imagery, using collinearity equations. With this method, restitution
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of satellite line scanner imagery can be carried out on standard digital photogrammetric workstations using
traditional models with minor modi�cations (eg Konecny et al., 1987; Kruck & Lohmann, 1986; Kruck, 1988).

In some respects, the a�ne model to be discussed can be regarded as an expansion of that proposed by Kruck
(1988), which utilised the Gauss Krueger projection plane and ellipsoidal heights as a reference coordinate
system. This system will be referred to as 3D-GK in the following discussion. Orientation angles forming
the collinearity equation can then be �xed as constant by assuming the satellite travels linearly in the object
space, at constant velocity. This assumption enables parameter suppression to avoid instability in the orienta-
tion/triangulation. For compensation of non-linear uctuations of parameters, which cannot be accounted for,
eight additional parameters are added to the collinearity model. These comprise the distortion correction for
Earth rotation, along with perturbation terms for interior and exterior orientation parameters.

3 MATHMATICAL MODELS OF AFFINE PROJECTION

A line-scanner image constitutes a 2D central perspective projection. The conventional central projection
equation (collinearity equation) relating image coordinates u; v with object space coordinates X;Y; Z therefore
needs to be modi�ed for push-broom scanner imagery to:

0 = a11(X �X0) + a12(Y � Y0) + a13(Z � Z0)

v =
a21(X �X0) + a22(Y � Y0) + a23(Z � Z0)

a31(X �X0) + a32(Y � Y0) + a33(Z � Z0)

(1)

where X0; Y0; Z0 are the coordinates of the projection center; u and v are in the ight direction and sensor
direction, respectively; c is the focal length; and aij are the elements of the rotation matrix A. It is noteworthy
that the u coordinate is always zero. The exterior orientation parameters, which are unique for each scan line,
are modelled as continuous functions of time or line number, usually by low-order polynomials.

Okamoto (1988) modi�ed Eqs.1 to the form of general projective equations, Eqs.2, in order to e�ect corrections
for linear distortions within the parameters:

0 = X + A1Y +A2Z +A3

v =
A4Y + A5Z +A6

A7Y +A8Z + 1

(2)

Eqs. 2, in which the coe�cients Ai are again modelled as functions of time or line number, will be referred to
here as the 1D Perspective Model. In order to avoid over-parameterisation in instances where the sensor view
angle is very narrow (eg less than 1 degree for the new generation of 1m satellites such as Ikonos), an a�ne
projection model can substitute for the expression for the in-line sensor coordinate v:

0 = X + A1Y +A2Z +A3

v = A4Y + A5Z +A6

(3)

The model represented by Eqs.3 is here termed a 1D a�ne model, in which the coe�cients are again described
by functions of time. In Eqs.1 through Eqs.3, the object space coordinate system is assumed as 3D Cartesian. As
will be suggested in the following, however, the latter two models are also applicable for the 3D-GK coordinate
system, so long as a height correction for Earth curvature is applied.

With regard to the time-dependent modelling of the coe�cientsAi, these parameters are expected to be constant
or at least piecewise linear within the relatively small extent of a single satellite image scene. For the reported
experiments, a linear variation model (Ho�mann, 1986) has been applied, which means that every parameter
introduces two unknowns into the resulting least-squares model for orientation/triangulation.

Okamoto et al. (1996, 1999) further extended Eqs.2 and 3 to the following two projection models:

u = B1X +B2Y + B3Z + B4

v =
B5X +B6Y + B7Z + B8

B9X +B10Y +B11Z + 1

(4)

u = B1X +B2Y + B3Z + B4

v = B5X +B6Y + B7Z + B8

(5)

The �rst of these, Eqs. 4, is termed the Parallel Perspective Model , whereas the second, Eqs. 5, will be referred
to as the 2D A�ne Model. It is noteworthy that in neither of these models are the parameters modelled as
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time-variant functions. Instead, a single coe�cient value relates to all scan lines in the orientation process,
which implies that the following conditions are met: Firstly, the satellite moves in space linearly and at uniform
velocity with constant orientation parameters. This supports use of the 3D-GK as the object space coordinate
system, as in Kruck (1988), whose model is very similar to Eqs. 4 except that the parameters Bi there constitute
elements of a rotation matrix. This �rst condition is reasonable for near-nadir pointing sensors where variation
in terrain height is modest, but it is not so suitable in high-latitude areas. The second condition is that the
collinearity equation holds between image coordinates and object space coordinates, which is ful�lled when
utilising the 3D-GK through application of an Earth curvature correction.

The 2D a�ne model (Eqs.5) strictly only holds if the �eld view is in�nitesimally small, which is clearly not
the case in practise. The di�culty of applying this model to satellite line scanners with �elds of view of a few
degrees or more (eg 4� for SPOT) is overcome by an initial transformation of the 2D perspective image to an
a�ne projection, a process that will be further discussed in the following section.

Eqs.4 and 5 form a solid model in space just as with conventional stereo frame imagery. In order to absolutely
orient the model in object space, the number of GCPs required for the parallel perspective and 2D a�ne
models are �ve and four, respectively. To illustrate this, we let the space be reconstructed from a pair of stereo
photographs in which image and object space coordinates are related by general projective equations:

u =
B1X +B2Y + B3Z + B4

B9X +B10Y +B11Z + 1

v =
B5X +B6Y + B7Z + B8

B9X +B10Y +B11Z + 1

(6)

The model space coordinates Xm; Ym; Zm and object space coordinates X;Y; Z are related by linear transfor-
mation of a homogenous coordinate system of fourth degree:

8
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(7)

Since the coe�cients Ci are determined by �ve GCPs, the rank of the observation equations formed by the
coplanarity condition is at best 7 (22-15). The case of Eqs.4 is the same and accordingly the equivalence to
Eq.7 for the 2D a�ne model is
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(8)

More than four GCPs are thus necessary to determine the 12 unknowns, and the rank of the observation
equations via the coplanarity condition is 16-12 = 4.

4 TRANSFORMATION: CENTRAL PERSPECTIVE TO AFFINE PROJECTION

Considering that the �eld of view of SPOT is four degrees, the projection of a SPOT image e�ectively stands
between central perspective and a�ne. Errors due to discrepancies in projection when applying the a�ne
model can be eliminated by a transformation of images from central perspective to a�ne projection (Okamoto
& Akamatsu, 1992a;b ). This procedure, however, requires a knowledge of terrain height, which is invariably
unavailable for the area covered by the imagery. The contradiction is overcome by a straightforward iterative
procedure of stereo measurement. For the discussion of the image transformation, the following symbols are
used: v is the pixel coordinate in the central projection image, v

a
is the corresponding coordinate in the a�ne

projection image, c is the focal length, pH is the principal point and 2� is the �eld view angle.
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4.1 Case of Flat Terrain
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Figure 1: Image transformation from central perstective to a�ne projection

Let us �rst assume that the terrain is at and approximate height is known. Fig.1a depicts the case with unit
scale. The line scanner image intersects the ground at the principal point. Point p(v) in the central projection
image is transformed to pa(va) in the a�ne projection via ground point Pg and according to Eq.9.

va =
v

1� v tan!=c
(9)

va is easily proved to be virtually a linear function of v within a practical value of !. This means that the e�ect
of projection inconsistency is negligible for at terrain.

4.2 Case of Undulating Terrain

If the terrain is highly undulating, errors due to projection inconsistency are eliminated by correcting the focal
length c at each image point. The error, �v, is determined by Eq.10:

�v = �Z(tan(! + �)� tan!) cos! (10)

where �Z is the di�erence from ground level, as shown in Fig.1b. The error is proportional to �Z and it can
be eliminated by the following iterative procedure;
1) Assuming the terrain to be at, the height Z is measured by bundle adjustment of the stereo observations
based on Eqs.5. The resulting height will include a signi�cant error at this stage.
2) The projection error is compensated by transforming pa(va) to p

0

a
(v0

a
) using Eqs.11 with the estimated value

of �Z:

c
0 = c+�c; �c =

�Z

cos!
; v

0 =
vc

0

c
; v

0

a
=

v
0

1 � v0 tan!=c0
(11)

3) The terrain height is again measured by bundle adjustment, this time using the updated a�ne image coor-
dinates.
4) The above process, steps 1 to 3, is repeated until convergence. Experience suggests that even in quite
mountainous terrain, only two or three iterations are needed.

4.3 Correction of Earth Curvature

If the 3D-GK coordinate system X;Y; Z and the local Cartesian coordinate system Xg; Yg; Zg are both set with
their origins at the scene center, the di�erence in Xg and X or Yg and Y will likely be negligible, but for Z and
Zg the di�erence will be appreciable as a result of Earth curvature. The height error at a ground point S km
away from the origin is given by the well-known expression:

�Z = Y
2
=2R km (12)

where R= 6367 km. This e�ect amounts to 67m in the margin of the SPOT scene used for the reported
experiments. An alternative to compensation for Earth curvature is utilisation of Level 2 SPOT images, which
are already free of projection errors. Otherwise the compensation can be imbedded into the process of image
transformation from central perspective to a�ne projection.
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5 EXPERIMENTAL TESTING

5.1 Orientation of a SPOT Stereo Scene

In order to evaluate the applicability of the a�ne projection model, as well as the other orientation models
detailed above, a �rst series of tests were made using a SPOT stereo scene over western Japan (see also
Okamoto et al., 1999 and Hasegawa et al., 1999). The two images are shown in Fig.2. These were recorded
in November, 1996 (left) and in February, 1995 (right). The base-to-height (B/H) ratio of the image pair is a
favourable 0.7. Two test sites were selected from the scene. One is a relatively small region called Kobe-AT
(40km x 20km) which covers urban areas, seashore and mountains, with a maximum height di�erence of 800m.
The other is a larger region called Kobe-Osaka (50km x 60km), which includes Kobe-AT. The maximum height
di�erence in terrain in this broader region was again 800m.

a) Left ( taken in Nov.1996) b) Right ( taken in Feb.1995)

Kobe-Osaka

Kobe-AT

Figure 2: SPOT Images Used in Experiment

Orientation was conducted in the Japan Plane Orthogonal (JPO) coordinate system No.V, the projection system
of which is Gauss-Krueger. GCPs and check points for orientation were prepared by aerial photogrammetry for
Kobe-AT, and by photogrammetry and GPS surveying for Kobe-Osaka. Estimates of accuracy of GCPs are
0.3m in planimetry and 0.6m in height. In Kobe-AT, 117 points were utilised, while in Kobe-Osaka 48 ground
points were employed. The heights employed were orthometric heights, though because of the minimal tilt of
the geoid in the area, this aspect was of limited accuracy concern. Image coordinates were measured to 1/4
pixel accuracy by the digital stereo comparator, Kyoto-C (Ono et al., 1999).

a) Kobe-AT b) Kobe-Osaka

10km

20km -15km0

30km

-20km

0

0 -20km20km

0

-10km

9GCPs

Check Point
Flight Direction
 of satellite

6GCPs
4GCPs

Figure 3: Disposition of GCPs and Check Points for Kobe-AT and Kobe-Osaka
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Listed in Table 1 are the results obtained in the orientation/triangulation adjustments for Kobe-AT, based
on four di�erent models: 1D perspective model (Eqs. 2), the parallel perspective model (Eqs. 4), the 1D
a�ne model (Eqs. 3) and the 2D a�ne model (Eqs. 5). Both internal and external measures of accuracy
are listed. The internal precision (RMS 1-sigma) is obtained via the covariance matrix of parameters from the
'bundle adjustment', whereas the external accuracy is quanti�ed through the RMS value of ground check point
discrepancies. The time variation of parameters in the 1D perspective and 1D a�ne models was assumed to
be linear. Fig.3a shows the disposition of GCPs and check points for Kobe-AT. Three patterns of control were
tested, as indicated in Table 1 and Fig. 3a. These comprised four, six and nine GCPs. All other control points
were used as check points.

With the exception of the case of the 1D perspective model with 4 GCPS, all models yielded sub-pixel external
accuracies. Although there is little to distinguish the results of each algorithm, the 2D a�ne model produced
the most consistently accurate ground point coordinates in the orientation/triangulation for the Kobe-AT test
area.

Table 1: Orientation accuracy for Kobe-AT

4GCPs 6GCPs 9GCPs

�0 internal external �0 internal external �0 internal external
model (�m) accuracy accuracy (�m) accuracy accuracy (�m) accuracy accuracy

H V H V H V H V H V H V

1p 4 3.4 10.7 5.7 13.5 3.9 3 8.9 5.3 7.4 4.1 2.8 8.3 5.1 6.4

pp 4 6.6 24.5 7.7 8.7 4 2.9 8.6 5.3 7.7 4 2.8 8.3 5.3 6.2

1a 3.8 3.3 8.9 5.8 6.9 3.8 2.8 7.9 5.5 6.6 3.9 2.7 7.8 5.2 6.2

2a 3.9 3 8.6 5.8 6.3 3.9 2.8 7.8 5.3 6.5 4 2.7 7.6 4.9 5.9

Unit of accuracy is meter
1p = 1D perspective model, pp = parallel perspective model, 1a = 1D a�ne model 2a = 2D a�ne model

The counterpart of Table 1 for Kobe-Osaka is Table 2, which con�rms that the 2D a�ne model yields the
optimum results. Not only did the 2D a�ne model produce the most accurate ground point coordinates, it
proved to be the most stable algorithm. The accuracy discrepancy between Kobe-Osaka and Kobe-AT could
be anticipated due to the di�erences in area, but a contribution also likely comes from limitations in the a�ne
modelling over the larger image scene.

Table 2: Orientation accuracy for Kobe-Osaka

4GCPs 6GCPs 9GCPs

�0 internal external �0 internal external �0 internal external
model (�m) accuracy accuracy (�m) accuracy accuracy (�m) accuracy accuracy

H V H V H V H V H V H V

1p 4.6 4.3 12.9 5.4 34.2 5.8 5.7 17.9 5.5 26.7 5.5 4.6 14.1 5.2 25

pp 5 6 19.8 8.8 19.8 5.6 5.9 18.2 8.6 10.1 4.9 4 10.9 5.5 9.4

1a 4 4 10.4 5.9 9.1 4.5 4.1 10.8 5.5 10.3 4.5 3.7 9.7 5.3 9

2a 4.7 4.4 11.8 7.1 10.3 4.5 3.7 9.8 6 9.5 4.8 3.6 9.7 5.6 8.7

5.2 Orientation of MOMS-2P images

The MOMS-2P 3-line stereo imaging sensor scans the ground in along-track mode, with the ground resolution
of the forward- and backward-looking linear arrays of 2976 pixels being 18m x 18m and the sensor inclinations
being +/-21:4�. The view angle is about seven degrees, which is signi�cantly wider than SPOT. MOMS-2P
operated from the MIR space station, which has an orbit height of about 400km and an orbit inclination of
51:6�. The stereo image pair used in the present experiment covered a 150km long, 50km wide strip over
southeastern Germany and part of Austria. The maximum height di�erence in the underlying terrain was
180m. Some 58 GCPs were surveyed by GPS and Fig.4 shows their distribution. The orientation/triangulation
adjustments, again utilising the same four mathematical models, were conducted in the UTM coordinate system.
The resulting triangulation accuracies are shown in Table 4.

In the case of MOMS, the 1D and 2D a�ne models, along with the parallel projective model, display slightly
better accuracy than the 1D projective model. For practical purposes, however, the accuracies produced by
these three models can be considered equivalent. This is perphaps a consequence of the �eld view angle being
a relatively wide 7�. Thus, the strength of the a�ne model does not show up.
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Figure 4: Disposition of GCPs and Check Points for MOMS-2P images

Table 3: Orientation result for MOMS-2P Image Pair

9GCPs 12GCPs

�0 internal external �0 internal external
model (�m) accuracy accuracy (�m) accuracy accuracy

H V H V H V H V

1p 2.3 10.8 13.1 14.2 14.3 2.3 9.3 11.4 12.4 10.6

pp 3.9 16 18.2 11.6 11.2 3.7 13.9 16.8 10.8 10.5

1a 2.4 10.7 14.4 11.8 12 2.4 8.8 12 11.1 10.3

2a 3.8 13.9 17.5 11.5 11.3 3.6 12.3 16.4 10.5 10.5

6 CONCLUDING REMARKS

The reported investigations have revealed the following properties of a�ne-based orientation/triangulation of
satellite line scanner imagery:

� A�ne projection is linear with regard to object point coordinates and thus closed-form orientation is
possible. The inclination angle and the focal length are however necessary for image transformation from
central perspective to a�ne projection.

� The precision of a�ne-based orientation corresponds well to that of central projection-based methods. As
compared to the central projection models without exterior orientation constraints, the a�ne approach is
generally more stable.

� The rank of a�ne-based observation equations is four, while that of central projection-based equivalents
is seven. The degrees of freedom within a model formed by two overlapping a�ne images is 12 and the
minimum number of required GCPs is four. On the other hand, the model created by two central perspective
images has 15 degrees of freedom if interior orientation is treated as unknown, and the minimum required
number of GCPs to orient the model is �ve. The burden of control surveying is, therefore, of little di�erence
for the two orientation methods.

� Corrections to linear distortions in parameters( e.g. Earth rotation e�ect, uncertainty of geoid) are auto-
matically incorporated in the a�ne observation equations.

� A major shortcoming of a�ne projection-based orientation is that the images taken with a sensor with a
relatively wide �eld view angle, e.g. seven degrees for the MOMS-2P sensor, are not completely subject
to a�ne geometry, but stand between a�ne and central projection. This produces measurement errors
due to height di�erences and so these must be eliminated via iterative image transformations from central
perspective to a�ne projection.

� The a�ne projection-based orientation needs to utilise either a local tangent plane XYZ coordinate reference
system or a Gauss-Krueger projection coordinate system such as UTM; the model is not suited to earth
centered coordinate systems since the satellite is assumed to y in space at a constant velocity. Height
errors due to earth curvature must of course also be compensated.
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The above characteristics have been validated by the experiments conducted with the two satellite image pairs,
one from SPOT (B/H ratio 0.75, maximum height di�erence of 800m) and one from MOMS-2P (B/H ratio
0.76, maximum height di�erence of 180m). For a range of di�erent control point con�gurations, with a modest
number of GCPs, the a�ne-based orientation produced ground point triangulation accuracies to sub-pixel level,
namely about 0.5 to 0.7 pixels.
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