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ABSTRACT 
 
Recently, spatial data acquisition for virtual environment applications, 3D objects modeling, 3D-GIS and so on have 
been extensively carrying out using laser-range finder or photogrammetric method. However, there are some issues for 
rapid reconstruction of objects and visualization of 3D special data. These problems include texture mapping in the case 
of laser-range finder and camera calibration aspects in photogrammetry. In order to resolve the twin issues, a stereo 
vision system which a stereo adapter was fitted to a lens of a CCD camera of a video theodolite was constructed so that 
stereo image can be acquired with one CCD camera. The most remarkable points for this stereo vision system are 
follows; 
1) Camera calibration can be performed with one control point since the camera rotation parameters and the 
synchronized stereo image Sequences can be acquired simultaneously. 
2) Stereo image can be acquired with one CCD camera since right and left image are taken as the odd field and even 
field by a liquid crystal shutter. 
A test was performed in the laboratory using a stereo vision system, and system evaluation for 3D object modeling was 
investigated. 
 

1 INTRODUCTION 

The authors have been concentrating on developing a video theodolite system consisting of a CCD camera, a theodolite 
and a video recorder where the camera rotation parameters can be determined in real-time while recording a moving 
object. The current values of the rotation parameters are continuously superimposed on image frames and thus recorded 
as a part of the image data (Chikatsu and et al., 1994). The effectiveness of the video theodolite system for dynamic 
analysis of human motion has been demonstrated (Chikatsu and Murai, 1995, Chikatsu and et al., 1996). The 
application of the video theodolite system to the ski jump also has been demonstrated (Chikatsu and et al., 1997), The 
application of the video theodolite system to auto-tracking and real-time positioning for a moving object (Kakiuchi and 
Chikatsu, 1998) and automated panoramic imaging using video theodolite also has been demonstrated (Nakano and 
Chikatsu, 1999).  
The most remarkable points of the video theodolite system are its ability to obtain the camera rotation parameters and to 
calculate the object position in real-time. 
In order to investigate innovative application fields, e.g. virtual environment applications, 3D objects modeling, 3D-GIS 
and so on, the authors constructed the stereo vision system based on the video theodolite system fitting a stereo adapter 
to a lens of a CCD camera of the video theodolite. Fitting a stereo adapter, 3D data for wide area can be obtained by the 
stereo matching because the camera rotation parameters and the synchronized stereo image sequences can be acquired. 
Furthermore, textures for object are simultaneously taken. 
With these circumstances , in order to evaluate the stereo vision system, pre -experiment for the accuracy of 3D 
measurement of this system was demonstrated. Furthermore, indoor experiment for reconstructing and 3D modeling for 
indoor space in the Tokyo Denki University was demonstrated. 
This paper describes the details of system architecture, pre -experiment results and 3D object modeling for indoor space 
using a stereo vision system.  
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Figure 3. Interpolation concept 
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Figure 1. Video Theodolite 

   

Figure 2. Stereo Adapter 

2 STEREO VISION SYSTEM 

2.1 Video Theodolite 

Figure 1 shows the motorized video theodolite (SOKKIA, MET2NV) used in 
construction of a stereo vision system. The video theodolite has two CCD cameras. 
CCD1, the upper one in the figure 1, is used for precise pointing to the target through 
the monitor, and CCD2, the upper one in the figure 1, is used as a finder.  The lens of 
the CCD2 camera can zoom from 5.9 to 47.2 mm focal length. In order to take wide 
scene, the CCD2 camera was mainly used in this paper, and fitting a stereo adapter to 
the lens of the CCD2 camera of the video theodolite. 
The horizontal and vertical angles and the focal length of the CCD2 camera can be 
controlled by the personal computer via a RS232C port. At the same time, horizontal 
and vertical angles can be received by the personal computer. The current values of 
the rotation parameters and distance are continuously superimposed on image frames. 
 
2.2 Stereo Adapter 

Figure 2 shows the stereo adapter (3-D VIDEO 
INC., Nu-View) used in this investigation. 
Right and left image are taken as the odd field 
and even field on the same image by a liquid 
crystal shutter. The even lines on the odd field 
are interpolated using a just upper odd line 
respectively; similar the odd lines on the even 
field are interpolated in this paper. Figure 3 
shows an interpolation concept. Thus, stereo 
image can be acquired with one camera by 
fitting the stereo adapter to the lens of the 
CCD 2 camera. 
 
2.3 System Configuration 

The stereo vision system consisting of the video theodolite, the stereo adapter, a personal computer, an image 
processing board, a TV monitor and a video recorder was constructed in this paper. 
Fitting the stereo adapter to the lens of the CCD2 camera of the video theodolite, the synchronized stereo image 
sequences for wide area can be acquired with one camera rotating the video theodolite. Rotation parameters  of the 
CCD2 camera for each stereo image sequences are acquired in real-time as the angles of the video theodolite. 
Camera calibration can be performed with one control point since the rotation parameters and stereo image can be 
acquired simultaneously. Furthermore, 3D object position and textures for object are simultaneously taken. 
3D spatial data acquisition procedures, i.e. the acquisition of stereo images for the right and left image, extraction for 
the image coordinates of feature points, stereo matching, 3D measurement, panoramic imaging, wire frame model and 
texture mapping for 3D modeling are performed on the personal computer. Live image can be confirmed via the TV 
monitor. The current values of the rotation parameters are continuously superimposed on image frames and thus 
recorded as a part of the image data via the video recorder. 
The detail of the components of the stereo vision system is  shown in Table 1. Figure 4 shows the configuration of the 
system.  
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Figure 4. System configuration 

 T h e o d o l i t e  

 f  =  5 . 9 4 7 . 2  m m  f  =  3 0 0 m m  L e n s  

M E T 2 N V  (  S o k k i a ,  a c c u r a c y  2 ”  )

P C  
M o n i t o r  

V i d e o  R e c o r d e r 
A / D  C o n v e r t e r

P V M - 1 4 5 4 Q  (  S o n y  )

H R - S C 1 0 0 0  (  V i c t o r  )

M T A T - C L  (  M i c r o t e h c n i c a ,  1 5 . 7 3 4 K H z  )

O p t i p l e x  G X M  5 2 0 0  (  D E L L  )

C C D  1  C C D  2  

S t e r e o  A d a p t e r N u - V i e w  (3 - D  V I D E O  I N C . )

C C D  C a m e r a
E V I - 3 1 0  ( S o n y ,  7 6 8 H 4 9 4 V  )C C B - G C 5  ( S o n y ,  5 1 0 H 4 9 2 V  )

Table 1. System components 
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3 CAMERA CALIBRATION USING VIDEO THEODOLITE 

For camera calibration, control points should be generated and its image 
coordinates also should be acquired. Camera calibration procedures are as 
follows: When the telescope is pointing to P0 point under the condition 
that the distance is D from the center of the video theodolite to P0, 
horizontal angle H0 and vertical angle V0, the image point to P0 is taken as 
p0 on the right and left image respectively. Next, when the video 
theodolite is rotated H1 angle, the image point to P0 is taken as p1 on the 
right and left image, and the object position to image point p1 becomes P1. 
Similarly, when the video theodolite is rotated V1 angle, the image point 
to P0 is taken as p2, the object to p2 becomes P2. Repeating this operation, 
control points are taken on the stereo image and are produced in the space 
respectively based on Figure 5.  
Ground coordinates for these control points are calculated following equation. 
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Camera calibration for the right and left image was performed using 9 control points, which were produced in the above 
procedure. 
 

4 PRE EXPERIMENT 

4.1 Experiment Method 

In order to estimate the accuracy of 3D measurement of the stereo vision system and the relationship between the 
rotation parameters (ω ,φ) and the reading angles (zenith, horizontal) of the video theodolite, the following pre-
experiments were performed using the test field (Figure 6). 
Figure 7 shows the three test models (Z=0mm, 20mm, 50mm) were used in this paper. The black white rectangular 
target is a control point corresponds the above P0, and other 38 black circle points are check points for checking 3D 
accuracy. 

 
The following image A1 (Figure 8) was taken from 2.4980m as the original 
orientation image. The left-hand number superimposed in the upper left corner 
shows the horizontal angle (H0=0°0’0”). The number just to the right is the 
zenith (V0=0°0’0”, V=90°-Zenith angle) and the distance (D=2.4980m). 
Figure 9 shows the right and left image for camera calibration which was 
interpolated by above concept. 
Camera calibration for the right and left image was performed by the same 
procedure noted above using one control point on the test model. 
For the unknown parameters, exterior orientation parameters{ω 0,φ 0,κ 0 
(rotation parameters), X0, Y0, Z0 (camera positions)} and interior orientation 
parameters {f, x0, y0 (principal points), a1, a2 (scale factor), p1(lens distortion)}.  

 

 
 

 

 

 

 

 

Figure 5. Camera calibration 

 

 
Figure 6. Test site 
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Figure 7. Test model 

   

 
Figure 8. Orientation image 

Kakiuchi, Tsutomu

International Archives of Photogrammetry and Remote Sensing. Vol. XXXIII, Part B5. Amsterdam 2000.416



After the camera calibration for the right and left image, the 
video theodolite tracked the test model was slowly moving 
to left side. Stereo image A2 was taken at +500mm. The 
changing values of the test model on the actuator were then 
controlled through a personal computer. The rotation angles 
of the video theodolite were 20°12’47” clockwise, 0°00’14” 
under the horizon, thus giving ⊿V2＝0°00’14” and ⊿H2＝
20°12’47”. Stereo image A3 was taken at -500mm and ⊿V3

＝-0°00’14”,⊿H3＝-27°57’31”. 
The unknown parameters, ω and φ for each stereo images 

should be estimated as the sum of changing vertical and horizontal values resulting inω0 andφ0  respectively. Here, ω0 
and φ0 are the calibration results of the both orientation image. Consequently, ω and φ are calculated as follows using 
the changing values in vertical (⊿Vi ), horizontal direction(⊿Hi ) and ω0, φ0. 
 

i0i0 HööVùù Ä+=Ä+=              (2) 

 
However, each stereo image was taken at a different exposure station, due to the discord between the center of the 
theodolite and the lens of the CCD 2 camera. Each camera position has to be corrected to respond to the rotation of the 
video theodolite by the following equation, 
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4.2 Pre-Experiment Results 

Table 3 shows the R.M.S.E. for check points in each stereo image. 
 

Stereo Image A3 A1 A2 
Changing Values -500mm 0mm +500mm 
Height Difference 0mm 20mm 50mm 0mm 20mm 50mm 0mm 20mm 50mm 

xy   
(mm) ±0.462 ±0.421 ±0.462 ±0.381 ±0.401 ±0.413 ±0.461 ±0.481 ±0.523 

Z    
(mm) ±4.402 ±4.552 ±4.824 ±3.962 ±4.381 ±4.121 ±4.765 ±4.827 ±4.923 

Theoretical accuracy; xy = ±0.416 mm,   Z = ±4.167 mm 
 

Table 2. R.M.S.E. for check points 
 
Almost the same low accuracy for the Z-coordinate can be found, probably due to the lack of horizontal line, i.e. odd 
and even field was utilized in this paper, and the short of baseline of the stereo adapter, but it is concluded that the 
stereo vision system is a useful tool in a small inner space. 

5 3D SPATIAL DATA ACQUISITION 

The remarkable points of the stereo vision system are its ability to 
obtain the synchronized stereo image sequences and camera 
rotation parameters in real-time, and 3D modeling for indoor space 
became possible. Furthermore, textures for object are 
simultaneously taken. 
In order to evaluate the utilization of the stereo vision system, 
indoor experiment for reconstructing and 3D modeling was 
demonstrated. 
Figure 10 shows the elevator hall in the Tokyo Denki University 
(TDU) used in this investigation. 
Reconstructing and 3D modeling procedure are as follows. 

   

Figure 9. Right and Left image 

 

Figure 10. Elevator hall in the TDU 

Kakiuchi, Tsutomu

International Archives of Photogrammetry and Remote Sensing. Vol. XXXIII, Part B5. Amsterdam 2000. 417



5.1 3D Data Acquisition 

In order to perform camera calibration for the right and left image, one control point was set the stairs at the side of the 
elevator in the figure 10. Then, camera calibration was performed by the same procedure noted above. 
After the camera calibration, stereo images for wide area of the indoor space are acquired rotating the video theodolite. 
The unknown parameters,ω and φ  for each stereo images can be estimated as the sum of changing vertical and 
horizontal values resulting in ω0 and φ0 for the orientation image respectively and parameters other than ω and φare 
considered as the same values as the calibration results for the both orientation image. Left and Right image are 
acquired by above concept. Feature points such as the corner of stairs, pillar and so on are extracted on the right image 
just by the mouse click. Consequently, 3D data for each feature points in stereo images are calculated by the area based 
stereo matching. 
 
However, due to the each stereo images were  taken at a different exposure station, a few diffe rent color tone are found. 
Then, tone correction for each stereo images were performed with the following equation  
 

( )
objrefout

ref

obj
out mmL

ó

ó
L +=               (4) 

 
Where, Lout; output image 

Lin; input image 
σobj; standard deviation of output image 
 mobj; mean value of output image 
σref; standard deviation of input image 
 mref; mean value of input image 

 
3D data for each feature points in stereo image can be calculated using the calibration parameters of the stereo image, 
the rotation angles of the video theodolite and the image coordinates for each future points. 
 
5.2 Wire Frame model 

3D data for each future points are continuously displayed on the computer screen as a wire frame. Wire frame model 
can be achieved using 3D data for every feature points by perspective projection techniques. Wire frame data can be 
converted as a DXF file format. 
Figuare11 shows the wire frame model of the elevator hall. Wire frame model can be viewed form different angles just 
by mouse click.  

 
5.3 Panoramic Imaging 

In order to acquire texture images to mapping for the wire frame model, panoramic images were obtained rotating the 
video theodolite in this paper. Each sequential image as a central projection image can be transformed into ortho 
projection image using spatial data. Panoramic imaging for the right image can be achieved automatically since the 
rotation angles of the video theodolite are controlled by a personal computer (Nakano, K., and Chikatsu, H., 1999).  

 

Figure 11. Wire frame model  
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For automated panora mic imaging, vertical and horizontal angles for panoramic area should be previously obtained, and 
rotation angles for each sequential right image can be calculated using the camera angle, which is calculated using the 
relationship between the focal length and effective sensor area. Then, camera angle is calculated with the following 
equation. 
 

( )f2sn2è 1 •tan= -                (5) 

 
Where, θ;camera angle,  f; focal length,  n; pixel number,  s; pixel size 
 
On the other hand, each sequential image should be transformed into ortho projection image since the sequential right 
images are central projection image, and central projection image were  resampled into ortho projection image. Here, 
automated panoramic imaging can be achieved overlapping with corresponding coordinate since the ortho images have 
common coordinate system. 
Consequently, spatial data for the indoor space are calculated from the following equation on the assumption that 
distance from the video theodolite to walls  are constant. 
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where,  X0,Y0,Z0; corrected camera position   X,Y,Z; object coordinate,  x ,y; image coordinate   f ; focal length,  

aij; rotation matrix with three parameters,ω,φ,κ 
 
The detail procedures for automated panoramic imaging are as follows: 
+ Camera calibration  
+ Calculation of camera angle 
+ Establishment of panoramic area 
+ Calculation of rotation angle for each sequential image 
+ Calculation of spatial data for all pixels  
+ Resampling 
+ Mosaicking 
+ Tone correction 
Figure 5 shows the panoramic image was consist of 52 sequential images. 

 

 
Figure 12. Panoramic image (Elevator hall in the Tokyo Denki University, Japan) 
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5.4 Modeling 

Reconstruction and 3D modeling of indoor space are achieved since the 3D spatial data can be calculated by stereo 
images. Figure 13 shows the textured model of the elevator hall in the Tokyo Denki University, Japan. This texture 
model was achieved by graphic software using panoramic images and wire frame model. Due to the relatively slow 
manual texture mapping, the texture model was not achieved automatically 

 
5.5 3D Spatial Data Acquisition Procedures 

The detail procedures for the 3D spatial data acquisition are as 
follows: 
+ Camera calibration for the right and left image is performed 
using one control point 
+ Stereo images for the indoor space are acquired rotating the 
video theodolite, then right and left image are simultaneously 
taken. 
+ Tone correction is performed for right and left image. 
+ Every feature points are extracted on the right image just by 
mouse click. 
+ Area based stereo matching is performed for each stereo image. 
+ 3D data of the future points is calculated using the calibration 
parameters, the camera rotation angles and the image coordinate 
of each future points. 
+ Wire frame model is acquired by perspective projection 
techniques using 3D data. 
+ Panoramic images are automatically obtained using resampling, 
mosaicing and tone correction procedure. 
+ 3D modeling is achieved by texture mapping using graphic 
software. 
These procedures are shown in Figure 14. 
 

 Camera Calibration  

Tone Correction  

Stereo Matching 

3D Measurement 

Wire frame model 

Extraction of feature points 

Stereo Image 

Modeling 

Ortho Projection 

Panoramic Image 

Texture Mapping 

 
Figure 14. 3D Spatial Data Acquisition 

Procedures 

 

 
Figure 13. Textured model of the elevator hall in the Tokyo Denki University, Japan 
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6 CONCLUSIONS AND FURTHER WORK 

Camera calibration and acquisition of 3D spatial data using the stereo vision system have been investigated in this paper. 
Fitting the stereo adapter to the lens of the CCD 2 camera, stereo image can be obtained with one camera, and stereo 
image sequences for wide area also obtained rotating the video theodolite. Furthermore, 3D spatial data can be obtained 
simultaneously. And camera calibration for the stereo image can be performed with one control point since the rotation 
parameters and stereo image can be acquired simultaneously. 
The effectiveness of the stereo vision system not only human motion, auto-tracking and real-time positioning of a 
moving objects but also acquisition of 3D spatial data were demonstrated. There are issues, however, for further work. 
These problems are automatic modeling, texture mapping. And from the test, positioning errors can be found due to the 
short of baseline of the stereo adapter, but it is concluded that the stereo vision system is a useful tool in a small inner 
space. 
With this circumstance, a stereo vision system is expected to become a useful tool in various photogrammetric fields 
since the stereo image sequences and the camera rotation parameters can be acquired in real-time. 
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