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ABSTRACT

With the growing use of digital map data, the requirements for frequent and efficient revision of digital map databases
is equally growing. Revision of map databases can be divided into 3 steps: Change detection, classification of changes
and registration/updating of the thematic layers of the database. Often the change detection step is carried out in an
entirely manual workflow, which calls for automation since it is tedious, labour intensive, and hence very costly. In
this paper, we concentrate on automated change detection for the “building” layer in a fully 3D geo-spatial database.
We present a method based on the use of unsupervised classification as supervising input to a Mahalanobis classification
algorithm. The method is evaluated in test cases based on building registrations from the Danish TOP10DK map database,
in combination with a plain RGB colour aerial photo and a colour infra red (CIR) aerial photo covering the same area. The
test case presented here is from a suburban residential area. At the present stage, plain RGB aerial photos are not enough
to significantly reduce the update task. CIR photos show more promise, as the change algorithm, in general, detects all
new buildings, although it still needs refinements to reduce the number of false alarms. Buildings with flat asphalt roofs
are an entirely separate problem, since, in the lack of height information, they are extremely difficult to discern from
roads.

1 INTRODUCTION

The map production at the National Survey and Cadastre—
Denmark (Kort & Matrikelstyrelsen, KMS) is based on the
TOP10DK database. TOP10DK is a fully 3D topographic
map database, where geo-spatial input data was registered
photogrammetrically from aerial photos, in order to meet
the accuracy requirements and topological specifications
(Kort & Matrikelstyrelsen, 2001).

The update process for TOP10DK is also based on aerial
photos, and since the entire production cycle is digital,
we may eliminate much of the tedious and costly manual
change detection work by introducing digital automated
change detection methods.

We present a procedure for change detection concentrating
on buildings and based on a direct comparison between
the map database and new aerial images (i.e. a raster-to-
vector comparison). Buildings are particularly important
mapping objects, as they are good indicators for urban dy-
namics, but also notoriously hard to detect, since they are
often spectrally ill defined and highly diverse (cf. figure 1).

The aim of the procedure is to detect at least the same per-
centage of changes as a manual operator does. On the other
hand, generation of a number of false alarms is acceptable
as long as the time spent for the evaluation and 3D object
registration for an area is still reduced (the 3D object reg-
istration is the final step in the update process, and is not
considered further here).

Projects with similar aims are going on in Germany, for up-
dating the ATKIS map database. ATKIS is comparable to
TOP10DK but has weaker precision requirements: 3 m for
ATKIS, vs. 0.5 m for TOP10DK (Arbeitsgemeinschaft der
Vermessungsvervaltungen der Länder der Bundesrepublik
Deutschland, 1988, Kort & Matrikelstyrelsen, 2001). The

ATKIS update projects focus on registering more generic
surface types (water, forest, settlement, greenland, street)
using a supervised maximum likelihood classification with
training areas created from the existing ATKIS registra-
tions (Walter and Fritsch, 1998, Walter and Fritsch, 2000,
Walter, 2000a, Walter, 2000b). Reduction to generic sur-
face types results in spectrally more well defined targets
which have shown to be automatically detectable with ex-
cellent precision, especially if near-infrared and/or height
observations are available (Petzold and Walter, 1999, Pet-
zold, 2000).

For the training area creation, we follow a route similar to
the ATKIS update work, but since we aim at detecting indi-
vidual buildings we do not follow the strategy of reduction
to generic surface types. Additionally, the ATKIS update
work is based on digital orthophotos (which has a direct
geometric relation to the map coordinate system), where
we base our work on the projection of map data directly
onto the raw aerial photo using stereo modelling. This ap-
proach allows the full 3D object registration to be carried
out from the stereo photo pair, overlaid by the change map.

Another related project aims at updating the Dutch TOP-
10Vector digital map database (Hoffmann et al., 2000, van
Asperen, 1996). This project is based on fully digital multi
spectral, multi stereo data from theHigh Resolution Stereo
Camera—Airborne,HRSC-A (Neukum, 1999). The HRSC-
A dataset combines the high-resolution (15 cm) spectral
data with the possibility of automatic generation of a high-
resolution surface height model. Data at this level of reso-
lution makes it possible to carry out a multi-scale analysis
and representation of the data. This leads to a better def-
inition of the map objects, due to the higher stability of
the spectral characteristics when aggregating multiple pix-
els (Hoffmann et al., 2000).

In Switzerland, the ATOMI project (Eidenbenz et al., 2000,



Figure 1: Buildings are often spectrally ill-defined, and
highly diverse

Nieder̈ost, 2000, Nieder̈ost, 2001) aims at detecting changes,
and enhancing planimetric accuracy from the 5 m level
to the 1 m level, for the 2D VECTOR25 database, based
on colour aerial photos, a high resolution digital elevation
model (DEM) and a photogrammetrically generated digital
surface model (DSM). The ATOMI update work uses the
DSM as the primary data source, and uses the image in-
formation primarily in order to discern man made objects
from natural objects.

2 DATA

The development and update of TOP10DK is currently ba-
sed on colour (RGB) aerial photos. In the present work
additional experimental colour infrared (CIR) photos are
also used.

All aerial photos used are taken from an altitude of approx-
imately 3800 m, resulting in a coverage of about 6 km× 6
km on ground, and a nominal scale of 1:25000. The dig-
ital versions of these photos are created by scanning at a
resolution of 21µm (48 lines/mm) for a nominal ground
resolution of 0.525 m, and a size of 11000×11000 pixels
(the case study area used below consist of small fractions
of that).

Contrary to the Swiss ATOMI project, we do not have ac-
cess to DEM and DSM data. We do, however, have access
to camera calibration reports and image orientation data,
and as TOP10DK vectors are fully 3D they can be pro-
jected directly onto the photos with very high precision.

3 METHOD

The change detection method presented here is based on a
modular workflow consisting of 7 self-contained steps, la-
belled fusion, preprocessing, clustering, classification, it-
eration, create change mapandpost processing.

The steps are shown schematically in figure 2, where they
are also grouped conceptually into 3 higher level proce-
dures, labelledpreparation, classification, anddetection.

The preparation procedure (fusion and preprocessing steps)
unifies the reference systems for the vector data and the
image data and extracts the training set used in the classi-
fication procedure.

The classification procedure (clustering and classification
steps, running a number of times under the control of the
iteration step) does the actual classification.

The detection procedure (change map and post processing
steps) detects all potential changes and eliminates spurious
elements and changes too small to require an update.

The selfcontainment of the individual steps simplifies ex-
perimentation, since each step can be reimplemented us-
ing a different algorithm without affecting the rest of the
workflow. Each step is described below, with the currently
used algorithm as example. In some cases examples of al-
ternative algorithms are given. These examples are given
merely for illustrative purposes—not in an attempt to give
complete listings.

A main point in the method is that the use of photogram-
metric tools is confined to step 1. The remaining steps
may be carried out using any plain image processing tool
that fits. Plain image processing tools are more abundant
(and usuallymuchcheaper) than the more specialized pho-
togrammetric tools.

The heart of the method is based on clustering of the spec-
trally non-uniform building pixels into a number of more
uniform classes, using an unsupervised clustering algorithm.
These classes are used for controlling a following super-
vised classification algorithm, which does the actual dis-
crimination between buildings and background.

The two main assumptions behind the use of this proce-
dure for change detection is that (1) the number of changes
is much smaller than the total number of buildings. This
holds for most urban areas, and that (2) the spectral char-
acteristics of new buildings are similar to those of the ex-
isting buildings. This may or may not hold and in cases
where it does not hold, the method may fail.

Data fusion: In order to use the objects in the digital map
database as training areas for the determination of the class
characteristics, the raster image data and the vector map
database must be co-registered and combined.

As mentioned previously, we use a projection of the map
database onto the raw image for this data fusion process,
rather than the more common way of going through an
orthorectification process. This implies that we avoid the
slight, but undesirable, change in spectral characteristics
and degradation of edge representations which are unavoid-
able when resampling an image. It also retains the possi-
bility of digitizing full 3D polygons off the image.
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Figure 2: The change detection work flow—cf. section 3
for description

Orientation parameters for the image data and full 3D reg-
istrations for all map database points are required in or-
der to project the map data onto the stereo image pair. As
these requirements are fulfilled, the image coordinates for
all database points can be calculated using the basic pho-
togrammetric equations (Kraus, 1993, e.g.). The polygons
of the transformed map data are then rasterized onto an
image with the same geometry and resolution as the aerial
photo. This new image is used as a mask defining the train-
ing areas for the supervised classification.

At this stage the geodetic/photogrammetric part of the work
has been totally decoupled from the image analysis part:
from here, the work continues on the two input images (the
mask and the aerial photo) using ordinary image process-
ing tools and concepts.

The method could also work using orthophotos. The disad-
vantage of using orthophotos is that to reach sufficient pre-
cision in the orthorectification, a high resolution and very
precise DSM (including buildings) is required.

Preprocessing:Currently, the preprocessing step only con-
sists of one operation, namely the decorrelation of RGB
images, by transforming the R,G,B channels to R-G,G,B-
G. Other possible preprocessing operations include the trans-
formation into principal components or into the HSI colour
space.

Clustering: As indicated in figure 1, buildings are usually
spectrally ill defined and highly diverse. To handle this, all
pixels registered as buildings are split up in smaller groups
using a simple migrating means clustering process (called
PRECLUST) based on the ISODATA algorithm (Ball and
Hall, 1965). The initial cluster centers are selected at ran-
dom positions in phase space, and the initial number of
clusters is arbitrarily set to 15. The algorithm is itera-
tive, and during the iterations the cluster centers are moved
around algorithmically and the number of clusters is ad-
justed up and/or down (i.e. clusters are splitted or merged)
in the attempt of finding an optimal fit to the actual input
data.

The clustering process results in a number of class cen-
ters, representing classes which are spectrally more uni-
form than the initial single building class.

Other clustering methods like the recently published SYN-
ERACT algorithm (Huang, 2002), or neural network based
methods (Knudsen et al., 2002) could be used, and may
improve the separation process.

Classification: The clusters generated from the pixels rep-
resenting buildings, are now used in a Mahalanobis classi-
fication of the entire image; each image pixel is assigned
to the class having the smallest Mahalanobis distance from
the class cluster to the pixel value (Richards and Jia, 1999,
e.g.). Pixels far from all clusters are not assigned to any
class. Here, the meaning of “far” is defined by a some-
what arbitrarily selected threshold value; this implies that
we depend on having the building pixels separated from



the non-building pixels by a large gap in minimum Maha-
lanobis distance. Otherwise, the classification will be very
sensitive to the actual value of this parameter.

The minimum distance measure could substitute the Maha-
lanobis distance, for a faster, but probably less stable clas-
sification. Fuzzy logic and neural network based methods
may also be considered.

Iteration: Since the the clustering process is not necessar-
ily convergent, a stop criterion is necessary. This makes the
final class centers dependent on the initial configuration of
the cluster centers. Therefore the clustering/classification
steps are repeated a small number of times (usually 5).
Each run generates a new set of initial cluster centers and
results in a new classification. At the end of thisMonte
Carlo process, only pixels identified as buildings in all the
(usually 5) steps, are accepted as buildings. This typically
results in a significant reduction of misclassifications.

Computing the change map:The actual change detection
is carried out by comparing the building mask, generated
under step 1, with the set of classification results generated
in the iterations of steps 2 and 3. This splits the pixels into
a set of 3 groups, defined as follows:
NO CHANGEpixels areeitherpixels registered as buildings
and consistently detected as buildingsor pixels NOT reg-
istered as buildings and consistently UNdetected as build-
ings,
POTENTIAL CHANGE pixels areeitherpixels registered as
buildings and sometimes detected as buildingsor pixels
NOT registered as buildings and sometimes detected as
buildings,
EVIDENT CHANGE pixels areeither pixels registered as
buildings and consistently UNdetected as buildingsor pix-
els NOT registered as buildings and consistently detected
as buildings.

Post processing:The change map computed includes all
potential changes in the building layer and therefore also
contains some blunders and spurious pixels, which must
be removed.

This can be done in many ways and the different steps in
the post processing may be done in a different order. The
first step in the post processing used here is the removal of
no changeandpotential changepixels leaving only evident
changes.

The post processing continues with an elimination of spuri-
ous pixels by the use of plain mathematical morphology. A
closing (with a 3×3 circular kernel) is performed in order
to fill out small gaps and is followed by an opening (using
the same kernel) in order to remove single pixels and small
pixel groups.

Remaining pixel clusters smaller than the minimum detec-
tion requirement (25 m2 = 90 pixels in our case) are re-
moved from the dataset. Finally shadow covered pixels are
removed using an intensity threshold. These pixels are re-
moved because object detection/registration is difficult and
in many cases impossible in shaded areas.

Additional tests could be applied on a pixel or areal basis:
check against other object classes in the existing database,
evaluation of size and shape, comparison between solar an-
gle and nearby shadows, comparison with edges detected
in the original image, etc. etc.

The result of the post processing is an image having a value
of 1 for all pixels where change has been registered, and 0
everywhere else. This is the final change detection product.

4 EXAMPLE

Figures 3 and 4 shows an example of the entire processing
chain from aerial photo to change detection map in CIR
and RGB data, respectively. The CIR image (figure 3) is
536 rows by 530 columns and includes 73 buildings. The
RGB image (figure 4) is 555 rows by 555 columns and
includes 61 buildings.

The test area is a traditional Danish suburban residential
area. All buildings are single family houses with gabled
roofs, and their sizes and roof colours vary widely. Small
gardens with trees, grass etc. surround the buildings.

The two figures 3 and 4 have identical structures, which
is as follows: Theupper left panelshows the aerial photo.
Theupper center panelshows the result of the data fusion
step. The buildings masked in white are registered in the
map data base while the five (RGB) or six (CIR) build-
ings masked in red are deliberately removed from the map
data base to test the change detection algorithm. Theup-
per right panelis the result of the comparison between the
building mask and the initial classification result. White
pixels mean no change, grey pixels mean potential change,
and black pixels mean evident change. Thelower left panel
shows the evident change areas (no change and potential
change pixels are removed). Thelower center panelshows
the effect of spurious pixel removal, and the filling in of
gaps while thelower right panelshows the remaining ar-
eas of change after removal of all clusters smaller than the
change detection limit (25 m2), and shadow covered pixels.

Results: The six change detection targets are all captured
in the CIR case, while only three (and a tiny bit of the
fourth) are captured in the RGB case.

The RGB scene has large amounts of misclassified vegeta-
tion all over the area. As expected, the CIR scene does not
show any signs of misclassified vegetation.

In this case, the RGB scene has a large number of road
pixels misclassified as buildings. The CIR scene elimi-
nates almost all road pixels. Experience from other areas,
however, indicate that in presence of asphalt roofs, the dis-
crimination between roads and buildings become almost
impossible using RGB and/or CIR data alone.

The remaining false alarms in the CIR image are almost
all due to shadow areas which have slipped through the
shadow elimination process.



Figure 3: Steps of the change detection algorithm in CIR—cf. section 4 for description

Figure 4: Steps of the change detection algorithm in RGB—cf. section 4 for description



5 DISCUSSION AND CONCLUSION

We have presented a method for change detection in urban
areas, primarily aimed at the production of change detec-
tion maps for the building theme in digital map databases.

In the test case presented, the method works well in the
CIR case, but produces an unacceptable number of false
alarms in the RGB case. Experience from other test ar-
eas have shown that in some cases even the CIR case pro-
duces an unacceptable number of false alarms (although
it is much smaller than for the RGB case presented here).
Especially in areas with flat asphalt roof buildings, the CIR
case have big difficulties in discerning buildings from roads
(which is also true for the RGB case). The performance
may be improved by using a classification introducing roads
as a specific class in the classification step, or by introduc-
ing additional data, such as DSM, DEM, texture measures,
object size considerations, shadow size metrics, and/or lin-
ear features.

CIR observations results in fewer false alarms than true
colour observations. The two information sources do, how-
ever, complement each other so a full four channel sen-
sor system (as provided by the latest generation of high-
resolution multispectral satellites), or systems with an even
higher number of bands would be very useful for this kind
of work. But the spatial resolution of satellite data is still
not quite high enough for the final 3D registration, and in
our areas of interest, their cost dwarfs that of aerial photos
by more than an order of magnitude.

The shadow detection step still leaves room for improve-
ment; either through use of more advanced spectral meth-
ods, or by physical modelling of solar angle in combina-
tion with the existing 3D building registrations. In general,
the postprocessing step is open ended, and allows for the
attachment of any number of additional checks and tests.
In our case, it would be obvious to use the abundance of
ancillary data registered in the TOP10DK database.

Despite the number of false alarms, the overall conclusion
is that the method works in our CIR case, as it tends to
detect all deliberately introduced “missing” registrations
wholly or partially, while still keeping the number of false
alarms at a reasonable level.
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