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ABSTRACT: 
 
An accurate estimation of network performance is critical for the success of optical networks design. Traffic modeling and 
availability modeling for optical network are at heart of optical network design. Traffic models and availability models need to be 
accurate and able to capture the statistical characteristics of the actual traffic and the ability of a network to sustain failures. However, 
conventional traffic models are limited to characterize the traffic only in a single cell. Similarly, conventional availability models are 
limited to characterize the network availability only in a length of the link and the hardware equipment failure rate. They do not 
consider the spatial variation of the network availability within the urban or rural area. In this paper, a novel network traffic model 
and availability model based on the geographic information system (GIS) has been proposed. The approach can design accurate 
network traffic and availability models, not only the amount of a network node’s add/drop traffic and the amount of the network 
component failure are regarding, but also their geographic distribution. 
 
 

1. INTRODUCTION 

Optical network introduction has been one of the most 
significant changes in the telecommunications industry in recent 
years. With the increasing deployment and growth in optical 
transport networks, solving the classic network design problem 
of optimizing cost and scalability becomes ever critical. 
 
A basic optical network design process can be describes as 
following: 

1. Collect input information – three types of input 
information must be collected at least, the information 
includes: node, traffic load, and network topology 
with current and future fiber types and routes. 

2. Conduct design iteration – based on the provided 
information, network planner use various network 
design techniques and tools to create a network 
solution for the customer that meets a given set of 
requirements. 

3. Outputs – the network solution outputs all 
information required for the network deployment, 
including the flow of the routed demand pairs, the 
link and node loads, and all the equipment needed to 
support these loads. 

 
The fundamental designing objectives in an optical network 
concern the optimizations regarding the following two metrics: 
The first one is to minimize the network total cost. The second 
one is to maintain an acceptable quality of service (QoS), 
centered service level agreements (SLA), that is deliverable by 
the network. 
 
An accurate estimation of network performance is critical for 
the success of optical networks design. So traffic modelling and 
availability modelling for optical network are at heart of optical 
network design. If the traffic models and availability model do 
not accurately represent actual traffic and reliability of network, 
one may overestimate or underestimate network performance. 
Therefore, traffic models and availability models need to be 

accurate and able to capture the statistical characteristics of the 
actual traffic and the ability of a network to sustain failures.  
 
Traffic models can be classified in general into two classes: 
short-range and long-range dependent. Short-range dependent 
models have a correlation structure that is significant for 
relatively small lags. Long - range dependent traffic models 
have significant correlations even for large lags. A variety of 
traffic models have been proposed. However, these traffic 
models are limited to characterize the traffic only in a single cell 
and do not consider the spatial variation of the traffic within the 
service area. In fact, there exists a strong correlation between 
the add/drop traffic of a network node and its proximity to other 
network nodes. This is due to the tendency of people to populate 
metropolitan areas and conduct their economic activities in 
these metropolitan areas. For example, it is expected for 
metropolitan areas to contain more network nodes than rural 
areas, and for these network nodes to have more add/drop traffic 
than those in rural areas. The add/drop traffic of a network node 
as well as its proximity to other network nodes should thus be 
taken into account when designing optical network. In order to 
design accurate traffic models, not only the amount of a 
network node’s add/drop traffic is important, but also its 
geographic distribution, such as regional population and 
economics. 
 
In the same way, the optical network availability usually be 
defined as the probability that a component (optical fiber link, 
equipment, connection, etc.) will be found in the normal 
operating state at a random time in the future(Clouqueur 
et.al.,2002). Number of network availability models to 
quantitatively estimate a network’s availability have been 
proposed (Chu et.al., 2002; Zhang et.al., 2003; Huang et al., 
2004; Radio et.al., 2001; Kong et.al., 2004). However, these 
network availability models are limited to characterize the 
network availability only in a length of the link and the 
hardware equipment failure rate, and do not consider the spatial 
variation of the network availability within the urban or rural 
area. In fact, there exists a strong correlation between the 
network availability and its geographic distribution.  
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Equipments are located in different geographic area. Fibers are 
put into cables, which are buried into different ducts under the 
ground. It is expected that the equipments or cables lied in 
abominable geographic environment may get more failure than 
that in favourable geographic environment.  
 
The major drawback of commonly used conventional models is 
that the spatial variations of the traffic and availability are either 
not addressed effectively or are considered only in a very late 
stage of the design process. The handling of this issue is usually 
left to the expertise of the network design engineer. In particular, 
the design of optical networks has to be based on the analysis of 
the distribution of the expected spatial traffic demand in the 
complete service area and the accurate statistical characteristics 
of the ability of a network to sustain failures.  
 
In this paper, we will survey and examine traffic and 
availability models that are currently used in the literature and 
propose novel geographic network traffic and availability model 
based on the geographic information system (GIS). The offered 
traffic and availability in a region can be estimated by the 
geographical and demographical characteristics of the service 
area. Such a traffic model and availability model relates factors 
such as regional population density, vehicular traffic, income 
per capita, cables’ qualities and geographic environment. The 
information can be used in traffic model to estimate the traffic 
relationship between all network nodes from which the 
estimated add/drop traffic of all network nodes can be 
calculated, it also can be used in availability model to estimate 
the ability of a network to sustain failures more accurately. The 
approach would overcome the disadvantage of commonly used 
conventional models by regarding the spatial traffic demand 
distribution and network availability in the service area as a 
major input factor among the design constraints. 
 
 

2. TRAFFIC MODEL 

Traffic models can be stationary or nonstationary. Stationary 
traffic models can be classified in general into two classes: 
short-range and long-range dependent. Short-range 
dependent models include Markov processes and Regression 
models. These traffic models have a correlation structure 
that is signif-icant for relatively small lags. Long- range 
dependent traffic models such as Fractional Autoregressive 
Integrated Moving Average (F-ARIMA) and Fractional 
Brownian motion have significant correlations even for large 
lags. 
 
Specifically, the stationary traffic model can be described by 

a suitable traffic matrix, whose generic element ijb
is a 

vector of lightpath between node i and node j. 
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ij ≤≤ , where bmin and bmax are the 

minimum and maximum possible bandwidth of an lightpath, 
respectively.  
 
The value bij is defined as traffic load. A traffic load can be 
thought as a current or projected demand that the network must 
accommodate. Traffic loads come in two varieties: DCL loads, 
which represent SONET/SDH demands, and OCH loads, which 
represent optical-channel demands. Most network-design 
operations (routing, dimensioning, and so on) take a traffic load 
and derive the most optimal network configuration to support 
that load. 
 
Once a baseline topology has been created, the next step is to 
create one or more traffic loads. A traffic load is the values that 
specify the level of traffic between each node in the topology. 
The traffic model views the load as a “traffic demand forecast” 
and configures the network to meet this forecast. The following 
steps outline the general workflow when creating a traffic load: 

1. Create the baseline topology, with all nodes and links 
to populate with traffic. 

2. Select the layer (OCH or DCL) of the traffic load you 
want to create. OCH and DCL loads represent 
different traffic demands at different layers: 
SONET/SDH traffic demands at the DCL layer vs. 
optical-wavelength demands at the OCH layer.  

3. Specify the Bit rate, such as STM-1, STM-4, STM-16, 
STM-64, for the load. Select the traffic arrival 
processes, which are described by different traffic 
model. 

4. The Selected Matrix table fills with integer values. 
These values specify the number of bidirectional 
wavelength demands (OCH layer) or bidirectional 
time slots (DCL layer) at the specified bit rate. 

 
A number of traffic models have been shown to capture certain 
aspects of the statistical properties of measured data traffic. 
 

1. Random : to specify varying traffic levels between 
nodes;  

2. Uniform : to specify a uniform traffic level for every 
pair of nodes; 

3. Poisson Process: The Poisson process has negative 
exponentially distributed interarrival times (r.v.T) 
with distribution function: 

 
 

tetF λ−−=1)(                       (2) 
 
 

and its only parameter h is determined by 
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4. Markov Modulated Poisson Process: The Markoi 
Modulated Poisson Process (MMPP) is a versatile 
class of traffic models. However, difficulty arises 
when using the model to fit real data as the state 
space increases. The 2-state MMPP has 4 parameters 
λ1,λ2,µ1, µ2, where λ1 and λ2 are the conditional 
arrival rates, and µ1 and µ2 are the conditional 
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transition rates given that the Markov chain is in state 
1 and 2 respectively. The time interval ∆t we use to 
match the arrival rates is 10 msec. The mean m1, 
variance m2, 3rd moment m3, and the lag-1 
autocorrelation coefficient c1 of the number of 
arrivals in 10 msec intervals are used to match the 
trace and the 2-slate MMPP as follows: 
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3. AVAILABILITY MODEL 

Most availability models assume constant failure rate (λ) and 
repair rates (µ). Availability A of some system/network in the 
time frame is defined as a ratio of time during which the 
system/network is functional in relation to the total operational 
time (Clouqueur et.al.,2002), i.e. it’s probable that the 
system/network is functional in some time frame. 
 

A = MTTF/( MTTF+MTTR)            (5) 
 
where MTTF ( Mean Time To Failure) is mean time till the 
failure occurs and MTTR (Mean Time To Repair) mean time of 
repair. 
 

MTTF = 1/λ                         (6) 
MTTR = 1/µ                         (7) 

 
λ is is usually expressed in FIT (Fai1ure in Time, 1 FIT=1 
failure in l09 hours (~114 to 115 years)).  
 
Unavailability U is probability complementary to availability, 
i.e. U=1-A. In reporting about system/network performances, 
unavailability U is often expressed as MDT (Mean Down Time) 
in minutes per year, i.e. MDT=3656024U [min/year]. 
 
For serial structure which includes n elements, the failure on 
any element causes unavailability of the whole structure. 
Availability of this structure is equal to product of individual 
elements, i.e.  
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Generally, for parallel structure of n branches, availability is  
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For example, In Fig. 1, a line, Link_1, is available if the cable is 
available and if all OAs and Regenerators along the cable are 
available. In addition, the availability of the transponders, part 
of the line system and located at each side of the link in the 
opaque network scenario, is taken into account. Hence, the 
availability of Link_1 is given by: 
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Figure 1. Line Availability 
 
 

Another example can be shown in Fig.2. The connection AB is 
available if the working or protection path of the connection AB 
is available. Hence, the availability of connection AB is given 
by: 
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Figure 2.  Connection Availability 
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4. GEOGRAPHIC TRAFFIC MODEL 

In the geographic network traffic model, the requested traffic 

),()(
)( yxA n

ijgeo  is the aggregation of the traffic originating 

from these various factors  
 

),(*),( )()(
)( yxayxA n

k
kfactorsall
k

n
ijgeo δ∑=         (12) 

 
where ][* kkk BEλα =  is the traffic generated by factor k 
in an arbitrary area element of unit size measured in Erlangs per 
area unit, kλ  the number of call attempts per time unit and 
space unit initiated by factor k,  E[Bk] is the mean call duration 

of calls of type k, and ),()( yxn
kδ  is the assertion operator 
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Based on the above estimation method, the traffic 
characterization has to compute the spatial traffic intensity and 
its discrete demand node representation from realistic data taken 
from available data bases. In order to handle this type of data, 
the complete characterization process comprises four sequential 
steps. 
 
Step 1) Traffic model definition: Identification of traffic factors 
and determination of the traffic parameters in the geographical 
traffic model. 
 
Step 2) Data preprocessing: Preprocessing of the information in 
the geographical and demographical data base. 
 
Step 3) Traffic estimation: Calculation of the spatial traffic 
intensity matrix of the service region. 
 
Step 4) Demand node generation: Generation of the discrete 
demand node distribution by the application of clustering 
methods. 
 
To prove the capability of the demand estimation and to show 
the feasibility of the integrated and systematic design concept, a 
prototype of a planning tool for optical networks, will be 
implemented.  
 
 

5. GEOGRAPHIC AVAILABILITY MODEL 

As an example, a network with four nodes, five ducts, and six 
fibers is shown in Fig. 3(a). The logical topology is shown in 
Fig. 3(b). Link L4 and L5 have the same length. They are buried 
into different ducts C3 and C4 respectively. For connection r  
from node A to node B, we might get two fiber-disjoint paths 
purely on the logical topology. The primary path is (A, L1, B), 
and the backup path is (A, L3, C, L4, B). If we do not take into 
consideration the geographic distribution, we can compute the 
availability of link L4, L5 and connection r based on the above 
availability model. A link availability is only consists of its 
length. It is reported as per/km quantities. So we can get that 

54 LL AA = and 
321

,, LLL AAA are irrelative.  

 
However, note that duct C3, C4 are buried in the different 

geographic environment, link L4 and L5 going through C3 and 
C4 will possess different availability. In the same way, link L3 
and L1 are going through the same duct C1 and link L3 and L2 
are going through the same duct C2. Hence, the availability of 
link L3, L1 and L2 are interdependent. 
 

A
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C2

C3

C4

C5

 
 

(a) network and geographic distribution 
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(b) Logical topology 
 

Figure 3. Example network 
 
 
In the geographic network availability model, the availability of 
a duct can be denoted as: 
 
 

)*(∑=
kfactorsall

kkduct gcA                    (14) 

 

where kg  is the availability generated by factor k in the area 

where the duct j located in. 10 ≤≤ kg . The factor k include 

temperature, humidity, insect pests, quality of ducts, land use, 

vehicular traffic, degree of pollute, etc. kg can be calculated 

by GIS spatial analysis algorithm. kc is the constant number,  

10 ≤≤ kc  and ∑ =
k

kc 1. 

 
An optical network generally consists of network components 
such as links, nodes and connections. A link is available if the 
duct and cable are available and if all OAs and Regenerators 
along the cable are available. In addition, the availability of the 
transponders, located at each side of the link in the opaque 
network scenario, is taken into account. Hence, the availability 
of link is given by: 
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The node availability depends on components (units) from 
which the node consists, such as geographic location, subrack, 
optical units, multiplex units, switching unit and units for 
transport signals being added and dropped at the node, Total 
availability is equal to the product of availabilities of single 
units, i.e. 
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Connection i is available only when all the network components 
along its route are available. Let jA denote the availability of 

network component j. Let Si denote the set of network 
components used by connection i. Then the availability of 
connection can be computed as follows: 
 

∏ ∈
=

iSj ji AA                           (17) 

 
The 1+1 protected connection c is available if the primary path 
p or backup path b of the connection is available. Hence, the 
availability is given by: 
 

)1)(1(1 bpc AAA −−−=                 (18) 

 
For connection from node A to node B in Fig.1, there are three 
different connection routes, unprotected connection r1: (A, 
L1,B), 1+1 protected connection r2: {p(A, L1,B),b(A,L3,C,L2,B)} 
and r3: { p(A, L1,B), b(A,L6,D,L5,C,L2,B)}, We can compute 
the availability of these connections under different availability 
for duct C1, where we set other components availability is equal 
to 0.998.  From result shown in Table 1, we can see that a 
desired backup path of a given connection should not share any 
duct with the primary path of the same connection. Geographic 
network availability model is more accurate to describe the 
network availability. 
 

connection αduct_c1=0.998 αduct_c1=0.8 αduct_c1=0 
r1 0.99418 0.7968032 0 
r2 0.9959937 0.9555546 0 
r3 0.9959868 0.9941228 0.986598 

 
Table 1. Availability of connection r1, r2 and r3 

 
 

6. CONCLUSION 

This paper propose a novel geographic network traffic and 
availability model based on the geographic information system 
(GIS). The approach can design accurate network traffic and 

availability models, not only the amount of a network node’s 
add/drop traffic and the amount of a network component failure 
are regarding, but also their geographic distribution. They 
would overcome drawback of commonly used conventional 
models that the spatial variations of the network component are 
either not addressed effectively or are considered only in a very 
late stage of the design process. 
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