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ABSTRACT: 
 
The modelling of complex objects and sites involve the acquisition of a large number of texture maps and range images; each one of 
them representing a particular viewing angle.  These views must be combined and registered in order to create an accurate model of 
the original.  The complexity of the resultant models, and consequently the number of views required, has increased tremendously 
over the past decade.  Furthermore many major projects involve multinational and multilingual teams, each with different underlying 
methodologies. In addition, different teams may survey the same object or site over a number of years, producing complimentary 
results on different platforms utilizing a variety of (possible outdated) technologies. In such conditions, it is difficult to make sense 
of the annotation and to determine which views should be registered together.  We propose a new approach in which similar views 
are found by content-based indexing and retrieval of textures (2D) and range images (3D).  The views are described automatically, 
according to their appearance and their 3D geometry.  A search engine allows retrieving similar and related views for registration. 
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1. INTRODUCTION 

Complex object and site modelling both involve the acquisition 
of numerous texture and range images.  Each range image (3D 
images) is associated with a certain partial view. These partial 
views must subsequently be registered and merged with one 
another, in order to form a coherent and accurate model of the 
object or site under consideration.  In recent years, the number 
and the complexity of such views produced with 3D imaging 
systems have been increasing tremendously.  The same can be 
said about the projects themselves.  Most projects involve more 
than one team and 3D imaging system.  Very often, the teams 
differ by their country, their language (e.g. English, French, or 
Japanese) and the methodology by which they annotate the 
views (sequential, but meaningless, naming of files, spelling 
errors, different languages, repetitive files names, etc.).  
Furthermore, there might be a large interval of time in between 
the different sets of acquisitions (legacy data).  In these 
conditions, it becomes very difficult to efficiently perform the 
registration and the merging of the views.  Thus, a substantial 
amount of time is devoted trying to make sense of the other 
group’s methodology, if any.  In the worst case, which is not 
uncommon in practice, the later might even have been 
discarded. Another situation might occur when a structure is 
physically taken apart for preservation or conservation work 
and it is required to reconstruct it virtually or physically.  
Proper documentation could be, in such a situation, sparse or 
even absent. Furthermore, the different pieces could have been 
spread around the world or simply have been mixed up. One 
solution can be to digitize, in 3D with texture, the different 
elements and then use our approach to assist in putting the 
pieces together for a virtual reconstruction. This phase can be 
followed by an actual reassembly of the original structure. 
 

In order to address these problems, we propose a new approach 
based on content-based indexing and retrieval.  In our method, 
the pictures and the views are analysed automatically, in order 
to generate a compact and abstract index that describe 
respectively the composition of the 2D image and the three-
dimensional shape of the views.  By image, we mean pictures 
acquired with a digital camera or multi-spectral imaging device, 
or colour intensity images acquired with a laser scanner.  The 
ensemble of all these indexes therefore constitutes a database 
that can be searched with a dedicated search engine.  The search 
engine is based on the query by example paradigm: the user 
chooses an image or a view and the search engine retrieves the 
closest ones from the composition or 3D shape point of view. In 
this way, the different views created by diverse team can 
rapidly and efficiently be registered and merged, irrespectively 
of their origin or the underlying methodology. 
 
Our paper is organised as follows.  Firstly, we present the 
general framework of acquisition and modelling with laser 
scanners and digital cameras.  Then, we investigate the issues 
involve in large and multifaceted projects related to the 
virtualisation of complex object by multinational teams over a 
long period of time.  We subsequently describe the content-
based aided approach designed to solve these problems.  We 
describe our indexing methods, both for 2D images and range 
images, as well as our query by example system.  Finally, we 
apply our method to real problems of acquisition and modelling 
and present our conclusions.   This paper is an extended version 
of the one presented by (Paquet and Beraldin, 2007). 
 

2. REGISTRATION OF RANGE IMAGES: AN 
OVERVIEW 

Because of object or site dimensions, surface topology 
complexity, occlusions, and required spatial resolution, it is 



 

usually necessary to acquire multiple 3D images and texture 
images from different view points, in order to cover every 
surface at the desired level of details. These 3D imaging 
systems generate on average between 10 000 to 500 000 3D 
coordinate per second (Blais 2004). Yet, the acquisition of 3D 
images is considered a time consuming step because of the 
omnipresent next best view problem.  Furthermore, the 
alignment of the different 3D images (the alignment phase) in 
order to cover the object’s surface is also time-consuming. This 
phase requires significant effort and will affect the final quality 
(resolution, noise level and accuracy) of the 3D model.  During 
this phase, either device-based (spheres, targets, etc...) or data-
based (manual or automatic) initial alignments are used to first 
generate an approximate model. This is always followed by a 
more precise Iterative Closest Point (ICP) technique (Soucy et 
al., 1996). In most cases, the alignment is still a manual process. 
After the alignment has been successful, the merging phase 
creates a seamless 3D model that can be edited. Texture images 
acquired by a separate colour digital camera or a multi-spectral 
device can be registered (pose calculation) with the 3D model 
using common points between the 3D model and the 2D image; 
the texture is then draped around the digital model (El-Hakim 
and Beraldin, 2007). Here, either a pre-calibration or calibration 
using 3D points directly on the 3D model are needed to ensure 
accurate mapping  or draping of textures onto a 3D model.  
Some laser scanners acquire the Red-Green-Blue or RGB 
information directly and are in perfect registration with the 
geometry. More details of the 3D model acquisition pipeline 
can be found in the original paper by (Soucy et al., 1996). 
Figure 1 outlines the main steps required to create a 3D model 
from 3D imaging systems. It illustrates the methodology used in 
constructing coloured 3D triangulated meshes of an object or 
site. The dotted line indicates the use of other technologies to 
complement the 3D modelling sequence. For instance, 
photogrammetry may assist in providing accurate image 
alignment information within a global alignment framework.  
 

 
Figure 1.   General procedure for 3D modelling;  

from (El-Hakim and Beraldin 2007). 
  
Many authors (also users of the technology) have worked on 
methodologies and tools to reduce the time spent on creating a 
3D model. In particular, (Andreetto et al., 2004) propose a 
technique to automate the pre-alignment of 3D images. Their 
method allows for an automatic pair wise alignment of images 
as they are acquired in a continuous chain. The set of pre-
aligned 3D images is then sent to a global alignment method to 
finalize the alignment. The other modelling steps can continue 
as explained above. Such an approach can save time and reduce 
operator errors.   
 
The approach we propose addresses a situation where many 
images (2D and 3D) are available, but the 3D modelling has not 

been started or not been completed (see Introduction). Our 
approach can be used in a typical pipeline of events as is the 
case with current commercial software (manual pair wise pre-
alignment) or inserted just before an automated method as 
described by (Andreetto et al. 2004). 
 

3. CONTENT-BASED INDEXING AND RETRIEVAL OF 
COLOUR AND TEXTURE 

Images are difficult to describe (Ki Tae and Young Shik, 2006).  
They convey a large amount of complex and ambiguous 
information.  The ambiguity is due to the fact that an image is a 
bidimensional projection of the three-dimensional world and by 
the fact that the illumination of this world is arbitrary and 
cannot be controlled.  Because of this ambiguity and 
complexity, it is difficult to segment images and to understand 
them.  For the above-mentioned reasons, we propose a 
statistical approach in which the overall composition of the 
image is described in an abstract manner. 
 
We now depict our algorithm.  The colour distribution of each 
images is describes in terms of hue and saturation.  This colour 
space imitates many characteristics of the human visual system.  
The hue corresponds to our intuition of colour e.g. red, green or 
blue while saturation corresponds to the colour strength e.g. 
light red or deep red. 
 
Next, a set of points is sampled from the image.  A quasi-
random sequence generates the points.  In the present 
implementation, the Sobol sequence has been selected.  Each 
point of this sequence becomes the centre of a structuring 
element.  For each centre position, the pixels inside the 
corresponding structuring element are extracted and the 
associated hue and saturation images are calculated.  The 
statistical distribution of the colours within the window is 
characterized by a bidimensional histogram.  The first 
dimension of this histogram corresponds to the hue or the 
saturation quantified on a discrete and finite number of 
channels.  The second dimension corresponds to the relative 
proportion of each channel within the window.  This 
bidimensional histogram is computed and accumulated for each 
point of the sequence, i.e. the current histogram is the sum of 
the histograms at the current and at the previous position.  From 
this process, a compact descriptor or index is obtained.   
 
This index provides an abstract description of the composition 
of the image i.e. of the local distribution of colours throughout 
the image.  This is very important.  This index does not 
represent a global description of the image nor is it based on a 
particular segmentation scheme.  Instead, it characterizes the 
statistics of colour distribution within a small region that is 
moved randomly over the image.  Consequently, there are no 
formal relations in between the different regions, which means 
that the different components of a scene can be combines in 
various ways while still be identified as the same scene.  That is 
why that algorithm is robust against occlusion, composition, 
partial view and viewpoint.  Nevertheless, this approach 
provides a good level of discrimination. 
 
As we know, an image is worth a thousand words, which means 
that it is difficult to describe an image based solely on words.  
For that reason, our retrieval approach is based on the so-called 
“query by example” or “query by prototype” paradigm.  To this 
end, we created a search engine that can handle such queries.  
In order to initiate a query, the user provides an image or 
prototype to the search engine.  This prototype is described or 



 

indexed and the later is compared with a metric to a database of 
pre-calculated indexes, which correspond to the images of the 
virtual collection.  The search engine finds the most similar 
images with respect to the prototype and displays them to the 
user.  The user then acts as an expert: he chooses the most 
meaningful image from the results provided by the search 
engine and reiterates the query process from the chosen image.  
The process is repeated until convergence is achieved. 
 

4. CONTENT-BASED INDEXING AND RETRIEVAL OF 
RANGE IMAGES 

The indexation of three-dimensional artefacts differs 
fundamentally from the indexation of images (Ki Tae and 
Young Shik, 2006, Paquet and Viktor, 2005).  If the three-
dimensional information has been acquired accurately at a 
sufficiently high resolution, the three-dimensional geometry 
constitutes an unambiguous body of information in the sense 
that there is a one-to-one correspondence between the 
virtualised geometry and the physical geometry of the artefact.  
As explained in the previous section, the situation is entirely 
different for images.   
 
Shape also constitutes a language in its own right.  In addition 
to verbal language, humanity has developed a common shape 
language.  This is particularly evident in fields like art and 
architecture.  For that reason, the “query by prototype” 
approach is a powerful paradigm for the retrieval of similar 
artefacts.  As far as the overall structural design is involved, the 
three-dimensional artefact retrieval system is very similar to its 
image counterpart: the artefacts of the collection are indexed 
offline and a database of indexes is created.  In order to 
interrogate this database, the query is initiated with a prototype 
artefact.  From the proto-artefact, an index is calculated and 
compared, with the help of a metric, to the indexes of the 
collection in order to retrieve the most similar artefacts in terms 
of three-dimensional shape.  As stated before, the user can act 
as an expert in order to reiterate the process until convergence. 
 
Consequently, the main differentiation between the two systems 
(image versus 3D) is the index.  We now describe our algorithm 
for three-dimensional artefact description.  We assume that each 
artefact has been modelled with a mesh.  This is a non-
restrictive representation for virtualised artefact since most 
acquisition systems generate such a representation.  In the 
present case, a triangular mesh representation is assumed.  If the 
mesh is not triangular, the mesh is tessellated accordingly.  Our 
objective is to define an index that describes an artefact from a 
three-dimensional shape point of view and that is translation, 
scale and rotation invariant.  The later invariants are essential 
because the artefact can have an arbitrary location and pose into 
space. 
 
The algorithm can be described as follows (Paquet and Viktor, 
2005).  The centre of mass of the artefact is calculated and the 
coordinates of its vertices are normalised relatively to the 
position of its centre of mass. Then, the tensor of inertia of the 
artefact is calculated.  This tensor is a 3 x 3 matrix.  In order to 
take into account the tessellation in the computation of these 
quantities, we do not utilise the vertices per se but the centres of 
mass of the corresponding triangles; the so-called tri-centres.  In 
all subsequent calculations, the coordinates of each tri-centre 
are weighted with the area of their corresponding triangle. The 
later is being normalised by the total area of the artefact, i.e. 
with the sum of the area of all triangles.  In this way, the 
calculation can be made robust against tessellation, which 

means that the index is not dependent on the method by which 
the artefact was virtualised: a “sine qua non” condition for real 
world applications. In order to achieve rotation invariance, the 
Eigen vectors of the tensor of inertia are calculated.  Once 
normalised, the unit vectors define a unique reference frame, 
which is independent on the pose and the scale of the 
corresponding artefact: the so-called Eigen frame.  The unit 
vectors are identified by their corresponding Eigen values. 
 
The descriptor is based on the concept of a cord.  A cord is a 
vector that originates from the centre of mass of the artefact and 
that terminates on a given tri-centre.  The coordinates of the 
cords are calculated in the Eigen reference frame in cosine 
coordinates.  The cosine coordinates consist of two cosine 
directions and a spherical radius.  The cosine directions are 
defined in relation with the two unit vectors associated with the 
smallest Eigen values i.e. the direction along which the artefact 
presents the maximum spatial extension.  In other words, the 
cosine directions are the angles between the cords and the unit 
vectors.  The radius of the cords are normalised relatively to the 
median distance in between the tri-centres and the centre of 
mass in order to be scale invariant.  It should be noticed that the 
normalisation is not performed relatively to the maximum 
distance in between the tri-centres and the centre of mass in 
order to achieve robustness against outliers or extraordinary tri-
centres.  From that point of view, the median is more efficient 
that the average.  The cords are also weighted in terms of the 
area of the corresponding triangles; the later being normalised 
in terms of the total area of the artefact. 
 
The statistical distribution of the cords is described in terms of 
three histograms.  The first histogram describes the distribution 
of the cosine directions associated to the unit vector associated 
with the smallest Eigen value.  The second histogram denotes 
the distribution of the cosine directions associated with the unit 
vector associated with the second smallest Eigen value.  The 
third histogram refers to the distribution of the normalised 
spherical radius as defined in the previous paragraph.   The 
ensemble of the three histograms constitutes the shape index of 
the corresponding 3D range image. 
 

5. CONTENT-BASED AIDED REGISTRATION FOR 
COLOUR AND TEXTURE 

The acquisition of a three-dimensional point with a laser 
scanner is always accompanied with the corresponding 
acquisition of a colour point.  The colour of such a point is 
related to the wavelength of the laser beam of the scanner.   
 
The most common case is, of course, an infrared laser beam for 
which the corresponding colour point is monochromatic.  Some 
laser scanning techniques support multiple wavelengths.  For 
instance, the NRC synchronised colour laser scanner (Blais 
2004) makes use of a beam constituted of three wavelengths 
located in the red, green and blue region of the visible 
spectrum.  The resulting laser beam is white which means that it 
is possible, in addition to the geometry, to acquire the RGB 
colour of the point. 
 
In addition to this colour per vertex acquisition scheme, it is 
possible to take digital pictures of the artefact under 
consideration.  Subsequently, the pictures are mapped or draped 
on the corresponding geometry.  In this particular case, the 
colour is not represented on a per vertex basis, but rather as a 
set of texture maps with the corresponding texture coordinates.  
In any case, one has, in addition to the geometry, a colour 



 

image associated with each view.  In the present section, we 
propose to take advantage of the chromatic information in order 
to find range images that should be registered together i.e. range 
images that are similar, adjacent or complementary.  We first 
describe our method.  The later is then applied to the “Madonna 
and Child”, a sculpture made by Pisano (1250-1314) that can be 
found in the Capella degli Scrovegni in Padova (Italy). 
 
The range data and monochromatic images were acquired in 
1997 using a portable 3D imaging system (Beraldin et al. 1998).  
More than 750 acquisitions were made during a one day session 
when laptop computers had only 8 MB of RAM.  Back then, it 
was not possible to acquire 3D images and perform on-site 3D 
alignment.  Images were acquired in a systematic way with 
50% to 90% overlap between views.  Most of the annotations 
were hand-written in three languages: English, French and 
Italian.  A proprietary 3D file format was used which is no 
longer available.  This format contained very little information 
on the scanned areas and many distinct files had the same file 
name.  In the present paper, monochromatic images, acquired 
with a red laser, are used while keeping in mind that the 
proposed method is not limited to a single colour. 
 
This case study is therefore a perfect example of a multilingual, 
multinational project. It follows that the underlying 
methodologies and technologies used 10 years ago, as 
mentioned above, differ substantially from the current state of 
the art. Also, the documentation was recorded rather informally 
and in an “ad hoc” way, making it difficult to accurately 
decipher the annotation. To address these shortcomings, we use 
our content-based approach to aid the registration process of 
related images, as follows.   
 

 
Figure 2.  Retrieval of various views of the head from an 

infrared image. 
 
Our method is based on the algorithm described in section 
three.  In order to utilise this algorithm, we need to generate, for 
each range image, a corresponding colour image.  Such a task is 
performed as follow.  We read the file associated with the range 
image and we parse the geometrical and colour information.  
The parsed information is converted into an internal 
representation.   
 
The geometry and the colour of the internal representation are 
rendered in three dimensions with our system; with synthetic 
lighting if required for better visualisation.  Then, a colour 
picture of the rendered view is taken with a virtual camera.  
Such a picture constitutes the colour image.  Once the colour 
image has been obtained, a descriptor or index that described 
the chromatic content as well as the composition is generated 
by the algorithm described in section three.  The process is 

repeated for each view and is entirely automatic.  Once all the 
views have been processed, a database of the descriptors is 
created.  The later may subsequently be searched with our 
query by example search engine. 
 
Recall that the search engine is based on the query by example 
paradigm.  A picture, which constitutes the example, is chosen 
by the user.  The search engine then utilised the descriptors in 
order to retrieve the most similar pictures from the database and 
display N results where N is determined by the user.  For 
instance, figures 2 to 4 show three queries that were performed 
for the head and the breast, where N is equal to 16.  In general, 
the retrieved pictures correspond to adjacent or complementary 
views.  A mismatch is always possible but, as opposed to the 
un-aided case, the user is working with a manageable and 
suitable number of possibilities (typically of the order of ten) 
instead of having to manage the entire database, which may 
contain thousands of views. 
 
Figure 2 shows the retrieval of a head.  The present example 
considers a profile of the later in which the crown is visible.  
The first twelve items (except item ten) are different views of 
the head that either correspond to or are adjacent to the later.  
Naturally, it is not possible to retrieve all the views from a 
single query. However, the other views can be reached with a 
few iterations if the process is repeated with other examples.  
For instance, these views can be selected from the outcome of 
the query that was obtained at the previous iteration. 
 

 
 Figure 3.  Retrieval of various views of the head from a red 

image. 
 
Figure 3 shows a query similar to the one effectuated in figure 
2.  The example also represents another profile of the head in 
which the veil underlying the crown is more visible.  The 
outcome of the query is constituted of various views of the head 
and the crown as well as a few outliers that can be easily 
eliminated by visual inspection.  The point of importance here 
is that, by using a different example, a new subset of the 
solution space can be reached.   
 
By performing a few iterations, it is possible to find the vast 
majority, if not the entirety, of the views that are related to the 
region under consideration. 
 
Finally, we would like to focus our attention on figure 4 which 
represents once more a profile of the head, a sub-region of the 
breast as well as a very partial view of the hand holding the 
child (at the bottom of the image).  The search engine has 
retrieved not only many views of the face but also many views 
of the breast (pictures 3, 8, 9, 10 and 11) and two views of a 
hand (picture 11 and 13).  In the later case, the user validation is 



 

of particular importance since the hand in the query example is 
not the same that appears in these results.  Nevertheless, it is 
remarkable that the search engine was able to find a hand with 
an example in which the later is so marginally defined. 
 
These examples, as well as a multitude of others that are not 
shown in the present paper, indicate that our image-based 
retrieval technique can efficiently retrieve related or 
complementary views of the same geometry.  We would like to 
reiterate that the indexing process is entirely automatic and does 
not require any segmentation or any prior knowledge.  All the 
calculations were performed on 10 year old noisy data without 
any noise reduction or any other kind of pre-processing.  Let us 
mention that a query is typically resolved in a period of the 
order of a second (on a Dell Precision M60 laptop).  
Consequently, a user can make sense of a huge project in a 
relatively short amount of time, without having to extensively 
study the original annotation and other documentation, if 
available. This implies that, for example, a user is able to 
analyze data that was recorded in a foreign language using a 
methodology she (or he) is not familiar with. Also, data that 
were recorded in the past, using outdated technologies, can be 
processed using the state of the art. Once the adjacent and 
complementary views have been found, the registration process 
can proceed as described in section two, again using the 
methodologies and technologies the user currently prefers and 
are most familiar with. 
 

 
Figure 4.  Retrieval of various views of the head and the breast 

from a red image. 
 

6. CONTENT-BASED AIDED REGISTRATION FOR 
RANGE IMAGES 

The framework developed in the previous section can also be 
successfully applied, in essence, to the registration of range 
images.  The only difference being the descriptor or index 
which, in the present case, describes the three-dimensional 
shape of the associated range image.  Such an index was 
described in detail in section four. 
 
As in the previous section, the search engine is based on the 
query by example paradigm.  A 3D shape or range image, 
which constitutes the example, is selected by the user.  The 
search engine then utilises the 3D descriptors in order to 
retrieve the most similar 3D shapes from the database and 
display N results where N is determined by the user.  For 
instance, figures 5 to 7 show three queries that were performed 
for the head and the breast, where N is equal to 16.  In general 
the retrieved range images correspond to adjacent or 
complementary views.  A mismatch is always possible but, as 
opposed to the un-aided case, the user is working with a 

manageable and suitable number of possibilities (typically of 
the order of ten) instead of having to manage the entire database 
which may contain thousands of views. 
 

 
Figure 5.  Retrieval of various views of the crown from a range 

image. 
 
Figure 5 shows the retrieval of the back section of the head in 
which the crown and the veil are pre-eminent.  The outcome of 
the query is made of various views of the crown and the veil.  
There are no outliers.  Such a good result can be explained by 
the fact that 3D shape retrieval, as opposed to 2D image 
retrieval, is not ambiguous in the sense that a 3D shape is the 
result of a measurement of the real physical geometry, while a 
2D image is merely a projection of the later on a surface.  
 

 
Figure 6.  Retrieval of various views of the head and the breast 

from a noisy range image. 
 

 
Figure 7.  Retrieval of various views of the crown and the face 

from a noisy range image. 
 
Figure 6 shows the retrieval of the breast and the face.  The 
outcome of the query comprises range images that are related to 



 

the breast.  There are no outliers for the reasons described 
earlier.  Finally, figure 7 shows the retrieval of the face and the 
crown.  As in the previous examples, various adjacent or related 
range images are extracted from the database. 
 
The illustrative examples show that our 3D shape retrieval 
technique is able to efficiently retrieve related, or 
complementary, views of the same geometry.  As in the 
previous section, the indexing process is entirely automatic and 
does not require any segmentation or any prior knowledge.  All 
the calculations were performed on noisy data without any 
noise reduction or any other kind of pre-processing. This, again, 
makes it highly suitable for users who were not necessarily 
involved in the acquisition project.   
 

7. CONTENT-BASED AIDED PHOTOGRAMMETRIC 
PROJECT 

In this section, we address the search and retrieval of similar 
and related digital images from a database of 100.000 views of 
the “Conversion of St Augustine” and shows how two different, 
complimentary query representations (with and without 
spherical distortion) of the same painting may be utilized by our 
method.  Here, our aim is twofold. Firstly, we want to study the 
case in which the fresco would be painted on a spherical cupola. 
Secondly, we are considering the situation where two teams 
have completed their surveys at two points in time, and the 
representations of one survey is distorted due to aging or bad 
preservation. 
 
Figure 8 shows a high-resolution digital photograph (4.000 x 
4.000) of the “Conversion of St-Augustine” which was painted 
by Fra Giovanni da Fiesole (1387-1455).  St-Augustine is 
shown crying after his conversion in a garden. 
 

 
Figure 8.  “Conversion of St Augustine” painted by Angelico 

Fra Giovanni da Fiesole (1387-1455).    
 

Firstly, we consider the painting without any spherical 
distortion.  From this painting; we generated 100.000 fragments 
as follows.  A high resolution version of the painting (16.000 x 
16.000) was first mounted on a virtual frame and pictures of 
sub-images were taken from various orientations and distances 
with a virtual camera.  The azimuthal angle can take any value 
in between 0o and 360o and the altitude angle any value in 
between 0o and 30o.  The distances were chosen such that the 
area of a given fragment would correspond to a fraction of the 
area of the original; in the present in between 1 and 5 %. 
 
The appearance and the composition of the fragments were 
indexed with the method described in section 3.  The first set of 
results is presented in figures 9 to 14, where N was set to 30.  

Figure 9 shows the retrieval of one of the donator.  A recall of 
100% is obtained with a precision of 100%.  This means that all 
the related views are retrieved and that there are no outliers.  
This is remarkable considering that the database contains 
100.000 images.   This is consistent for all the results presented 
here.  As it can be seen, the donator is retrieved irrespectively 
of the viewing angle.  
 

 
Figure 9.  Retrieval of various views of the donator. 

 

 
Figure 10.  Retrieval of various views of a sub-image of 

Augustine’s ring. 
 

Figure 10 shows the retrieval of a sub-image of St-Augustine’s 
ring.  Despite the fact that the resolution of the reference sub-
image is very low, all the rings were retrieved. 
 

 
Figure 11.  Retrieval of various views of the peacock head. 

 
Figure 11 shows the retrieval of the head of the peacock.  This 
example illustrates very well the robustness of the method 
against the viewing angle.  As for all the other examples 
presented here, a recall of 100% is obtained with a precision of 
100 % for the first 30 images retrieved. 



 

 

 
Figure 12.  Retrieval of various views of building in the 

background (top-left corner). 
 
Figure 12 shows the retrieval of a building situated in the 
background as located in the top-left corner of figure 8.  The 
system again managed to retrieve all the views despite the fact 
that the query image has a very low resolution.  One should 
notice that the background building has not been confused with 
the main building, despite a very similar appearance. 
 

 
Figure 13.  Retrieval of various views of a shoe. 

 
Finally, figure 13 shows the retrieval of the end of a shoe of the 
other donator of the painting.  All the views of the shoes were 
retrieved without any confusion with the background building 
despite the fact that some views are relatively similar, as can be 
seen when one compares figures 12 and 13. 
 
Next, we consider the case where the reference image contains 
spherical distortion e.g. a fresco painted on a spherical cupola.  
Distortions also appear as a result of time or bad preservation 
which means that the original “flat” painting can progressively 
take a distorted shape. It follows that this should be 
recognizable by the retrieval system.  This means that the 
system should be robust against distortion in order to be viable 
and useful in long-term projects.  Figure 14 shows the 
Conversion with a spherical distortion.  Figures 15-17 show that 
is possible to find similar or related images not only if the 
reference image is flat e.g. a fresco painted on a flat wall, but 
also if it is curved e.g. a fresco painted on a cupola.  
Consequently, in the following examples, the query images 
were extracted from the distorted painting.  The same fragment 
database (100.000) was utilised, since the curvature of the 
fragments is negligible due to their reduced dimensions and 
their corresponding physical small size on the painting. 
 

The system was unaffected by the distortion and the usual recall 
and precision were obtained even in the zones of very high 
distortion.  Figure 15 shows the retrieval of the end of the tail of 
the peacock.  The later is in a zone of high distortion.  The 
results are quite remarkable in the sense that the tail was not 
confused with the window of the main building despite of their 
very similar appearance. 
 

 
Figure 14.  “Conversion of St Augustine” painted by Angelico 

Fra Giovanni da Fiesole (1387-1455) with simulated 
spherical distortion. 

 

 
Figure 15.  Retrieval of various views of the tale of the peacock 

from the distorted image. 
 

 
Figure 16.  Retrieval of various views of Augustine’s eye from 

the distorted image 
 
Figure 16 shows the retrieval of the eye and two fingers of St-
Augustine.  The resolution of the reference image is very low 
but the related fragments were properly identifies with the usual 
precision and recall rate. 
 



 

Finally, a part of the head of the peacock was selected as a 
query, as shown in figure 17.  All parts of the head were 
retrieved even though the head is in a zone of high distortion.  
This result should be compare with figure 11 which presents a 
similar case but with no distortion.  Part of the robustness of the 
method comes from the fact that it is pixel-based and not 
contour or segmentation-based.  All the queries performed in 
this paper were completed within a second.   
 

 
Figure 17.  Retrieval of various views of the peacock head from 

the distorted image. The results are comparable to 
the non-distorted case illustrated in figure 11. 

 
The examples show that from a (or many) picture(s) of an 
original, it is possible to search and retrieve very efficiently 
similar or related images from very large databases (in the 
present case 100.000).  It follows that such an approach could 
be used, besides, to manage large photogrammetric projects.  
One can find, for instance, a picture from another survey that 
can fill a hole in the model or a set of pictures to cover a 
particular detail of relevance that is currently missing.   
Importantly, the presented approach allows one to combine 
seamlessly recent surveys together with older one and historical 
images acquired using diverse underlying methodologies and 
multilingual annotations. It is possible to process or index them 
either separately or together and to then combine the databases 
for retrieval purpose.  In this case, it follows that the robustness 
against lighting conditions and colour calibration may be 
problematic during data integration. However, as was shown in 
(Paquet et al. 2006) with a database of 162.000 images, our 
method has proven itself to be robust under such conditions. 
This issue will be further explored in future work.  
 

8. CONCLUSIONS 

We have presented a content-based retrieval aided registration 
method for textures and range images, for use by multilingual 
and multinational teams.  This method allows to automatically 
describe the appearance and the geometry of each view and to 
search for the most similar and related views for registration 
within the acquisition database.  The method does not need any 
human intervention, except for validation, and is language and 
methodology independent making a suitable candidate for large 
scale multinational projects that spans many years. Importantly, 
it provides users with the ability to freshly access surveys from 
the past using the state of the art.  Furthermore, the method 
handles noisy data well and does not require any data pre-
processing. 
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