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ABSTRACT: 
 
3D object extraction is one of the main interests and has lots of applications in photogrammetry and computer vision. In recent 
years, airborne laser-scanning has been accepted as an effective 3D data collection technique for extracting spatial object models 
such as digital terrain models (DTM) and building models. Data clustering, also known as unsupervised learning is one of the key 
techniques in object extraction and is used to understand structure of unlabeled data. Classical clustering methods such as k-means 
attempt to subdivide a data set into subsets or clusters. A large number of recent researches have attempted to improve the 
performance of clustering. In this paper, the boost-clustering algorithm which is a novel clustering methodology that exploits the 
general principles of boosting is implemented and evaluated on features extracted from LiDAR data. This method is a multi-
clustering technique in which At each iteration, a new training set is created using weighted random sampling from the original 
dataset and a simple clustering algorithm such as k-means is applied to provide a new data partitioning. The final clustering solution 
is produced by aggregating the weighted multiple clustering results. This clustering methodology is used for the analysis of complex 
scenes in urban areas by extracting three different object classes of buildings, trees and ground, using LiDAR datasets. Experimental 
results indicate that boost clustering using k-means as its underlying training method provides improved performance and accuracy 
comparing to simple k-means algorithm. 
 
 

                                                                 
*  Corresponding author. 

1. INTRODUCTION 

Airborne laser scanning also known as LiDAR has proven to be 
a suitable technique for collecting 3D information of the ground 
surface. The high density and accuracy of these surface points 
have encouraged research in processing and analyzing the data 
to develop automated processes for feature extraction, DEM 
generation, object recognition and object reconstruction. In 
LiDAR systems, data is collected strip wise and usually in four 
bands of first and last pulse range and intensity (Arefi et al, 
2004). Clustering is a method of object extraction and its goal is 
to reduce the amount of data by categorizing or grouping 
similar data items together. It is known as an instance of 
unsupervised learning (Dulyakarn and Rangsanseri, 2001). The 
grouping of the patterns is accomplished through clustering by 
defining and quantifying similarities between the individual 
data points or patterns. The patterns that are similar to the 
highest extent are assigned to the same cluster. Generally, 
clustering algorithms can be categorized into iterative square-
error partitional clustering, hierarchical clustering, grid-based 
clustering and density-based clustering (Pedrycz, 1997; Jain et 
al., 2000).  
 
The most well-known partitioning algorithm is the k-means 
which is a partitional clustering method so that the data set is 
partitioned into k subsets in a manner that all points in a given 
subset are closest to the same center. In other words, it 
randomly selects k of the instances to represent the clusters. 
Based on the selected attributes, all remaining instances are 
assigned to their closer center. K-means then computes the new 
centers by taking the mean of all data points belonging to the 

same cluster. The operation is iterated until there is no change 
in the gravity centers. If k cannot be known ahead of time, 
various values of k can be evaluated until the most suitable one 
is found. The effectiveness of this method as well as of others 
relies heavily on the objective function used in measuring the 
distance between instances. The difficulty is in finding a 
distance measure that works well with all types of data (Jane 
and Dubes, 1995). Some attempts have been carried out to 
improve the performance of the k-means algorithm such as 
using the Mahalanobis distance to detect hyper-ellipsoidal 
shaped clusters or using a fuzzy criterion function resulting in a 
fuzzy c-means algorithm (Bezdek and Pal, 1992). A few authors 
have provided methods using the idea of boosting in clustering 
(Frossyniotis et al., 2004; Saffari and Bischof, 2007; Liu et al., 
2008).  
 
1.1 Related Work 

Boosting is a general and provably effective method which 
attempts to boost the accuracy of any given learning algorithm 
by combining rough and moderately inaccurate classifiers 
(Freund and Schapire, 1999). The difficulty of using boosting in 
clustering is that in the classification case it is straightforward 
whether a basic classifier performs well with respect to a 
training point, while in the clustering case this task is difficult 
since there is a lack of knowledge concerning the label of the 
cluster to which a training point actually belongs (Frossyniotis 
et al., 2004). The authors in (Frossyniotis et al., 2004) used the 
same concept, by using two different performance measures for 
assessing the clustering quality. They incorporated a very 
similar approach used in the original Discrete AdaBoost 
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(Freund and Schapire, 1996) for updating the weights and 
compared the performance of k-means and fuzzy c-means to 
their boosted versions, and showed better clustering results on a 
variety of datasets. (Saffari and Bischof, 2007) provided a 
boosting-based clustering algorithm which builds forward 
stage-wise additive models for data partitioning and claimed 
this algorithm overcomes some problems of Frossyniotis et al 
algorithm (Frossyniotis et al., 2004). It should be noted that the 
boost-clustering algorithm does not make any assumption about 
the underlying clustering algorithm, and so is applicable to any 
clustering algorithm.  
 
However, most of the above methods are provided and 
evaluated on artificial or standard datasets with small sizes and 
the significance of improvement in object extraction using this 
method is not evaluated in urban areas. In this paper, the boost-
clustering method is implemented and evaluated on two subsets 
of LiDAR data in an urban area. The results are then provided 
in the form of error matrix and some quality analysis factors 
used for the analysis of classification performance, and 
compared to the results of the core algorithm in boosting, 
simple k-means.  
 
 

2. BOOSTING ALGORITHM 

Boosting is a general method for improving the classification 
accuracy of any classification algorithm. The original idea of 
boosting was introduced by (Kearns and Valiant, 1998). 
Boosting directly converts a weak learning model, which 
performs just slightly better than randomly guessing, into a 
strong learning model that can be arbitrarily accurate. In 
boosting, after each weak learning iteration, misclassified 
training samples are adaptively given high weights in the next 
iteration. This forces the next weak learner to focus more on the 
misclassified training data. Because of the good classification 
performance of AdaBoost, it is widely used in many computer 
vision problems and some promising results have been obtained 
(Li et al., 2004). A few attempts have been accomplished to 
bring the same idea to the clustering domain.  
 
2.1 Boosting Clustering 

Boost-clustering is an ensemble clustering approach that 
iteratively recycles the training examples providing multiple 
clusterings and resulting in a common partition (Frossyniotis et 
al., 2004). In ensemble approaches, any member of the 
ensemble of classifiers are trained sequentially to compensate 
the drawbacks of the previously trained models, usually using 
the concept of sample weights. It is sometimes considered as a 
classifier fusion method in decision level. At each iteration, a 
distribution over the training points is computed and a new 
training set is constructed using random sampling from the 
original dataset. Then a basic clustering algorithm is applied to 
partition the new training set. The final clustering solution is 
produced by aggregating the obtained partitions using weighted 
voting, where the weight of each partition is a measure of its 
quality (Frossyniotis et al., 2004). Another major advantage of 
boost clustering is that its performance is not influenced by the 
randomness of initialization or by the specific type of the basic 
clustering algorithm used. In addition, it has the great advantage 
of providing clustering solutions of arbitrary shape though 
using weak learning algorithms that provide spherical clusters, 
such as the k-means. It is because the basic clustering method 
(k-means) is parametric, while the boost-clustering method is 
nonparametric in the sense that the final partitioning is specified 

in terms of the membership degrees 
jih ,
 and not through the 

specification of some model parameters.  
 
This fact gives the flexibility to define arbitrarily shaped data 
partitions (Frossyniotis et al., 2004). 
 
The utilized algorithm is summarized below (Frossyniotis et al., 
2004): 

1. Input: Dataset   d
iN xxx ,,...,1

, number of clusters 

(C) and maximum number of Iterations (T), Initialize 

Nwi
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2. for t=1to T 
a. produce a bootstrap replicate of original dataset 
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3. Output the final cluster hypothesis T

ag
f HH    

In the above algorithm, a set X of N dimensional instances xi, a 
basic clustering algorithm (k-means) and the desired number of 
clusters C are first assumed. At each iteration t, the clustering 
result will be denoted as tH , while T

agH  is the aggregate 

partitioning obtained using clustering of previous iteration. 
Consequently, at the final step, fH is will be equal to T

agH . In 

this algorithm, at each iteration t, a weight t
iw  is computed for 

each instance 
ix  such that the higher the weight the more 

difficult is for 
ix  to be clustered. At each iteration t, first a 

dataset tX  is constructed by sampling from X using the 
distribution tW  and then a partitioning result tH  is produced 
using the basic clustering algorithm. In the above methodology 
an index t

iCQ  is used to evaluate the clustering quality of an 

instance 
ix  for the partition tH . In our implementation, index 

CQ is computed using equation 4. 
 

 t
badi

t
goodi

t
i hhCQ ,,1    (4) 

where  
t

goodih ,
 = the maximum membership degree of xi to a cluster. 

t
badih ,

 = the minimum membership degree to a cluster. 
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Here, the membership degree 

jih ,
 for every instance xi to 

cluster j, is produced based on the Euclidean distance d: 
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where  

d
j   = cluster center.  

At each iteration, the boost-clustering algorithm clusters data 
points that were hard to cluster in previous iterations. An 
important issue to be addressed here and that is the cluster 
correspondence problem between the clustering results of 
different iterations (Frossyniotis et al., 2004). 
 
2.2 Feature Extraction 

The first step in every clustering process is to extract the feature 
image bands. These features must contain useful information to 
discriminate between different regions of the surface. In our 
experiment we have used two types of features: 

- The filtered first pulse range image using gradient 
- Opening filtered last pulse range image 
 

By our experiments, these two features have enough 
information to extract our objects of interest. 

 
The normalized difference of the first and last pulse range 
images (NDDI) is usually used as the major feature band for 
discrimination of the vegetation pixels from the others. 
However, building boundaries also show a large value in this 
image feature. It is because when the laser beam hits the 
exposed surface it will have a footprint with a size in the range 
of 15-30 cm or more. So, if the laser beam hits the edge of a 
building, then part of the beam footprint will be reflected from 
the top roof of the building and the other part might reach the 
ground (Alharthy and Bethel, 2002). The high gradient response 
on building edges was utilized to filter out the NDDI image 
using equation 6. 
 

LPRFPR

LPRFPR
NDDI





            

(6) 

 
if gradient  threshold, then (FPR-LPR) = 0.0 

 
where 
FPR = first-pulse range image data 
LPR = last-pulse range image data 
 
The gradient of an image is calculated using equation 7: 
 

   22)( imageGimageGimageG yx      (7) 

where 
Gx = gradient operators in x direction. 
Gy = gradient operators in y direction. 
 
The morphology Opening operator is utilized to filter elevation 
space. This operator with a flat structuring element eliminates 
the trend surface of the terrain. The main problem of using this 
filter is to define the proper size of the structuring element 
which should be big enough to cover all 3D objects which can 

be found on the terrain surface. The Opening operation is 
defined by: 
 

  BBABA            (8) 
where 

  AABxBA x  ˆ|                 (9) 

 
is the morphological Dilation of set A with structure element B. 
And  
 

 ABxBA x  |          (10) 

 
is the morphological Erosion of set A with structure element B 
(Gonzalez and Woods, 2006). 
 
2.3 Quality Analysis 

Comparative studies on clustering algorithms are difficult due 
to lack of universally agreed upon quantitative performance 
evaluation measures (Jain et al., 1999). Many similar works in 
the clustering area use the classification error as the final 
quality measurement; so in this research, we adopt a similar 
approach.  
 
Here, we use error matrix as main evaluation method of 
interpretation result. Each column of this matrix indicates the 
instances in a predicted class. Each row represents the instances 
in an actual class. All the diagonal variants refer to the correct 
interpreted numbers of different classes found in reality. Some 
measures can be derived from the error matrix, such as producer 
accuracy, user accuracy and overall accuracy (Liu et al, 2007).  
 
Producer Accuracy (PA) is the probability that a sampled unit 
in the image is in that particular class. User Accuracy (UA) is 
the probability that a certain reference class has also been 
labelled that class. Producer accuracy and user accuracy 
measures of each class indicate the interpretability of each 
feature class.  We can see the producer accuracy and user 
accuracy of all the classes in the measures of “producer overall 
accuracy” and “user overall accuracy”.  
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where 

jiN ,
 = (i,j)th entry in confusion matrix 

.iN  = the sum of all columns for row i 

jN.
is the sum of all rows for column i. 

 
“Overall accuracy” considers all the producer accuracy and user 
accuracy of all the feature classes. Overall accuracy yields one 
number of the whole error matrix. It‘s the sum of correctly 
classified samples divided by the total sample number from user 
set and reference set (Liu et al, 2007). 
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Another factor can be also extracted from confusion matrix to 
evaluate the quality of classification algorithms, which is K-
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qualifier used to quantify the suitability of the whole clustering 
method. 
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where 
k = number of clusters 

3. EXPERIMENTAL RESULTS 

In this research, we have used two subsets of LiDAR data 
recorded from the city of Stuttgart, Germany. This data is 
recorded in four bands of first and last pulse range and 
intensity. The pixel size of this data is 30 cm. This means the 
average density of the recorded 3D points which is close to 9 
per meter. 

Figure 1. Datasets used in our research. a) first pulse range of the first dataset, b) last pulse range of the first dataset, c) digital aerial 
image of the first dataset, d) first pulse range of the second dataset, e) last pulse range of the second dataset, f) digital aerial image of 

the second dataset 

For better understanding of the objects, digital color (RGB) 
images have been also captured from this area using a medium 
format digital areal camera. In figure 1, color-coded first and 
last pulse images and also the RGB images of the investigated 
areas are illustrated. The trees can be distinguishes by 
comparing first and last pulse images. 
 
3.1 Results of Feature Extraction Algorithms 

The level of the discrepancy between first and last return 
heights before and after applying the gradient filter is shown in 
figures 2, 3 for our two datasets. The discrepancy was larger 
than zero in the tree regions as expected. 
 

 
a b 

 Figure 2. The normalized difference of the first and last pulse 
range images for our first dataset. a) before gradient filtering, 

b) after gradient filtering 
 
 
 

 

a b 
Figure 3. The normalized difference of the first and last pulse 

range images for our second dataset. a) before gradient filtering, 
b) after gradient filtering 

 
The feature image of applying the morphological operator on 
last pulse range image with 5*5 structuring element is 
illustrated in figure 4. Here, the size of structuring element is 
selected by experiments on these two datasets. 

 

  
a b c 

  
d e f 
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a b 

Figure 4. Applying morphological opening operator with 
structuring element of size 5*5 to last pulse range images. a) the 

first dataset, b) the second dataset 
 
3.2 Evaluation of the Clustering Results 

The results of k-means and boost k-means clustering algorithms 
applied to features of our two datasets are shown in figure 5 and 
figure 6. In our experiments the cluster number is considered 
fixed and equal to 3 because our objects of interest in urban 
areas are bare earth (blue), vegetation (green) and buildings 
(red). For the creation of confusion (error) matrix, first, the 
ground truth (also known as reference clustering results) should 
be defined. For this, 3D vectors of these areas consist of 
vegetation and building areas are used. The areas of polygons in 
pixel unit (number of pixels in the vector polygons of objects) 
are used as the values of reference clusters in error matrices. 
The user values are computed by counting the number of truly 
clustered patterns inside the polygons.  
 

 
a b 

Figure 5. Overlay of reference vectors on clustering results of 
first dataset. a) result of k-means algorithm, b) result of boost k-

means algorithm. 
 

 
a b 

Figure 6. Overlay of reference vectors on clustering results of 
second dataset. a) result of k-means algorithm, b) result of boost 

k-means algorithm. 
On the first view, both clustering algorithms provide reasonable 
classes of vegetation, buildings and ground but an accurate and 
numerical comparison will be carried out comparing the true 
object elements in the areas of interest. 

 

In Tables 1, 2, the confusion matrices contain the number of 
pixels assigned to each cluster in the results of k-means 
clustering is provided. The confusion matrices and NMI factor 
of the results of boost k-means algorithm are also given in 
Tables 3, 4. 
 
Table 1.  Error matrix and quality factors of k-means clustering 

applied to first dataset. 

Error Matrix 
Reference Map 

Building Tree Ground 

R
es

ul
ts

 Building 34077 41 975 
Tree 205 6844 1178 

Ground 7946 2197 65607 

 
Producer Accuracy 80.7% 75.4% 96.8% 
Producer Accuracy 97.1% 83.2% 86.6% 
Overal Accuracy 89.5% 

K-factor 0.801 
 

Table 2.  Error matrix and quality factors of k-means clustering 
applied to second dataset. 

Error Matrix 
Reference Map 

Building Tree Ground 

R
es

ul
ts

 Building 58393 120 1858 
Tree 261 9808 1810 

Ground 10025 3809 68570 

 
Producer Accuracy 85.0% 71.4% 94.9% 
Producer Accuracy 96.7% 82.6% 83.2% 
Overal Accuracy 88.4% 

K-factor 0.798 
 
 

It should be noted that the confusion matrix is should be 
diagonal in the ideal case. According to the above confusion 
matrices and NMI factors and also visual interpretation, 
improvement in results of clustering using boosting method is 
obvious for our classes of interest in theses datasets.  
 

Table 3. Error matrix and quality factors of boost k-means 
clustering applied to first dataset.  

Error Matrix 
Reference Map 

Building Tree Ground 

R
es

ul
ts

 Building 39378 77 1895 
Tree 303 7757 1997 

Ground 2547 1248 63868 

 
Producer Accuracy 93.2% 85.4% 94.2% 
Producer Accuracy 95.2% 77.1% 94.4% 
Overal Accuracy 93.2% 

K-factor 0.876 
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Table 4.  Error matrix and quality factors of boost k-means 
clustering applied to second dataset. 

Error Matrix 
Reference Map 

Building Tree Ground 

R
es

ul
ts

 Building 61027 212 1393 
Tree 428 10701 1178 

Ground 7224 2824 69667 

 
Producer Accuracy 88.9% 77.9% 96.45 
Producer Accuracy 97.4% 86.9% 87.4% 
Overal Accuracy 91.4% 

K-factor 0.850 
 
 

4. SUMMARY 

In this research a boost clustering methodology was applied on 
two datasets of LiDAR data in an urban area. The proposed 
method is a multiple clustering method based on the iterative 
application of a basic clustering algorithm. We evaluated this 
algorithm using two datasets, to investigate if this algorithm can 
lead to improved quality and robustness of performance. For the 
quality analysis of data clustering we used Some quality 
analysis factors such as produces, user and overall accuracy  
between the true labels and the labels returned by the clustering 
algorithms as the quality assessment measure. The experimental 
results on LiDAR datasets have shown that boost clustering 
algorithm can lead to better results compared to the solution 
obtained from the basic algorithm. The usefulness of the two 
feature channels Gradient Filtered NDDI and Opening of Last 
Pulse Range image for separating vegetation region with 3D 
extend and building regions from background has been also 
shown by the experiments.  
 
There are also several directions for future work in this area. 
The most important is to determine the optimal number of 
clusters existing in the dataset. Other interesting future research 
topics concern the definition of best features of LiDAR data for 
data clustering and also using digital aerial and intensity images 
as well as the experimentation with other types of basic 
clustering algorithms and comparing the results of boost 
clustering with other strong clustering methods such as fuzzy k-
means and neural networks or other multiple clustering based 
approaches.  
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