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ABSTRACT:

In the last few years, LIDAR and image-matching téghes have been employed in many application didddcause of their
quickness in point cloud generation. Neverthelésese techniques do not assure complete and eeli@sults, especially in
complex applications such as architectural surviager scanning techniques do not allow the copesttion of object breaklines
to be extracted while image matching results reqair accurate editing and they are not acceptableafi-textured images. For this
reason several authors have already suggestedoavieg of these problems through a combination &AR and photogrammetric
techniques. These works considers the integrasahe possibility to share point clouds generatethbse techniques; however, a
complete and automatic integration, in order taeamore complete information, has never beenemphted.

In this paper, a new integration approach is prego3his integration is focused on the possibiityovercoming the problems of
each technique. In this approach LIDAR and multigsmanatching techniques combine and share informaticorder to extract
building breaklines in the space, perform the polatid segmentation and speed up the modellingegsin an automatic way. This
integration is still an ongoing process: the aldon workflow and first performed tests on real fd&sare presented in this paper, in
order to evaluate the reliability of the proposegtimd; finally, an overview on the future developitsas offered.

1. STATE OF THE ART

In recent years, LIDAR and image matching techniglge

achieved good results in many applications, becadistheir

speed and accuracy in point clouds generation. fiealess,
neither technique assures complete and reliablailtses
especially in complex applications such as architet and

cultural heritage surveys: laser scanning techrsidue/e non-
negligible drawbacks due to the impossibility ofredily

obtaining radiometric information and the exactipos of the

object breaklines; on the other hand, image magctéohniques
cannot assure that a point cloud is achieved witbtunders in
all conditions and are not able to guarantee gesdlts in bad-
textured areas. Furthermore, once the point cloasl lbeen
acquired, several automated and manual interventi@ve to
be applied in order to segment, classify and mduekurveyed
points. These problems have limited the improvenoérihese
instruments in architectural surveying.

Several authors have already suggested how to @werthese
problems through a combined use of LIDAR data andgen
information to reach highly versatile systems andwn
application potential (Ackermann, 1999; Brenner, 20 this

way, new solutions of integration between photogretny and
LIDAR techniques have been
consider this integration as a possibility of shgrthe point
clouds generated by these two kinds of
(Remondino, 2008); other papers consider the intiegras a
possibility of improve (Alshawabkeh, et al. 2004edechnique
through the other. Only a few papers have descrithésl
integration considering it as a sharing of radioimetnd
ranging information. These works, however, only sidar
single images (Bornaz, et al., 2003) and the extracof

information is performed manually; a complete amtomatic
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integration between laser scanner acquisitionsranliti-image
matching techniques has never been implemented.

2. ANEW APPROACH

Starting from these works, a new integration apghmods
proposed in this paper. In this approach LIDAR and
photogrammetric techniques continuously share métion in
order to complete point cloud information and esttriauilding
breaklines in the space. In order to do this, imaggching
techniques and point cloud segmentation have beemged;
these techniques work independently and the shared
information is used as feedback to perform segnientand to
match algorithms in a more reliable way.

In the literature it has been reported that matizge matching
techniques allow an improvement to be made in géime
precision and reliability with respect to image rpaiby
extracting points and edges from images and piogedheir
match in the space (Zhang, 2005). Actually, thisdkiof
solution requires an approximate DSM in order tova' the
solution to the correct match; the more accuratettodel, the
more a correct solution (without blunders) is resth

investigated. Some paperSegmentation in LIDAR applications has instead obéen

performed using point cloud information such asvatures

instrument¢Beinat et al., 2007) or static moments (Roggero2200hese

algorithms, however, do not guarantee that the fifbrmation

is obtained especially in architectural applicasiovhere several
details are ignored and, the boundaries (edges3irgjular

elements cannot be detected precisely.

The present approach tries to overcome these pnsbiesing

laser scanner data as approximate DSM (DigitalggaerModel)

in the matching algorithms and then the breaklittest are

extracted from images in the segmentation algosthithis
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integration is an ongoing work which still needs be
completed and tested. The workflow and first achievesults
are presented in the following sections. Finallysiderations
on the performed tests and future developmentdeseribed.

3. ALGORITHMS

Image matching techniques have shown good resuleeiial
applications. Multi-image techniques in particuldrave
improved results in terms of precision and religpi(Zhang,
2005), and allowed considering photogrammetric fpoiauds
that are almost comparable to LIDAR ones, in terfrdemsity.
These techniques consider the epipolar geometryvelaet
images in order to reduce the search area in adjacmges,
and thus decreasing the number of blunders to @ godent.
The run on the epipolar line is further reduced tne
approximate z-value which is provided by an apprate
DSM. In aerial cases this value varies smoothlyngared to
the relative flight height. Breaklines due to birnlgs are small,
compared to the taking distance: a 40 m high bugds only
1/20 of an 800 m flight height. On the other hahe, terrestrial
case is more difficult for these techniques: fagade usually
rough with balconies or decorations that protrutte.this
situation, z-values provided by approximate DSM auet
sufficient to limit the run of the epipolar linelunders are more
frequent during the matching procedure and itilkdsfficult to
filter them. Furthermore the fagcade texture is roftet good
enough to allow matching techniques: blank areas
automatically extracted point cloud are very commion
correspondence to painted walls. Until now fully tohéng
techniques have only achieved good results in élé&fror in
limited area surveys.

In order to overcome these problems an integratan
photogrammetric and LIDAR techniques has been atiinp
The main idea is to use the reliable information laser
scanners as DSM in the matching algorithms andp, the
complete with the obtained information, the poirbud
segmentation and the modelling. The proposed dlgorcan be
divided into the following steps:

= Image orientation (3 or more images): in this step a SIFT

(Scale Invariant Feature Transform) operator (Lo2394) is
adopted in the tie-point extraction. This operatsrable to
extract many homologous points in every taking dioml
(affine transformation, change in scale and illuamion, etc.)
to reach the same precision of traditional featxtaction
and matching algorithm. A robust (Least Median 3g)a
relative orientation is then performed in ordereiaminate
any mismatches (Bellone et al., 1999). Finally, axdbe
block adjustment is performed. Sub-pixel
requested in order to perform the subsequent nmagchi
algorithms. The images are oriented in a propesreeice
system in order to have the z-coordinate normahémain
plain of the facade.

= Edge extraction from reference image:all images are
previously enhanced using a Wallis filter (Walli§76). This
filter is able to sharpen the radiometric boundarand
enhance the edges. A reference image is then chisin
usually acquired from a similar point of view asdascanner
acquisition in order to have approximately the sacduded
areas in the LIDAR and acquired images. After ttret,edge
extraction is performed by the Canny operator (Cahf§6).
This filter is able to preserve edge position andobtain
better results in terms of edge completeness tlizer @dge
extractors (Zhang et al., 2004). The extracted ®@dge then
approximated, by identifying the pixels where thdge
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accurasy i

change in direction as knots and linking these dami
points by straight edges. Any edges shorter thad aixel
length are not considered in the subsequent majfchin
procedures. The edges are only extracted in therregf
interest: facade glass is always excluded as itdcoreate
mismatches and blunders due to reflection.

Figure 1. Original image (top left); image filterexith the
Wallis filter (top right), edge extracted by the @groperator
(bottom left) and approximated edges used in théchirey
process (bottom right)

= LIDAR data Registration: the point cloud is registered in

the photogrammetric reference system by meansspiatal
roto-translation. In this way it is possible to shathe
information between the images and the point cloud.

Edge matching between imagesa multi-image matching
algorithm has been set up. The algorithm is simitathe
Geometrically Constrained Cross Correlation*G(Zhang,
2005): it uses a multi-image approach, that ispitsiders a
reference image and projects the image patch (ch ea
dominant point) of the reference image onto the Dakud
then, back-projects it onto the other images. Tghothis
algorithm, the dominants points of each edge arehned in
all the images in order to reconstruct the breakpositions
in 3D. The images are preliminarily undistortedoirder to
ease them into a central perspective. The epipalastraint
limits the search space in the images. The lenfjthie line
could be achieved considering the z-value given thoy
LIDAR point cloud; then, in order to find the homgtmus
point in all the images, this value is varied iatoange 4z).
This work is enforced and improved through the fimsiof
already matched points: the z-value of two adjademtinant
points on the same edge must be similar. In thig ivads
possible to reduce the run of the epipolar linghenfagade to
a few centimetres. Finally, the performed algorittomsiders
the shaping problems due to the breakline projectiod the
patch is made resizable in order to optimize tltBoraetric
information in the matching.

Improvement of edge location accuracy a Multi-photo
Least Square Matching (MLSM) (Baltsavias, 1991; @ree
al., 1988) has been performed for each extractéct.pbhe
MLSM has been implemented in order to improve the
accuracy up to a sub-pixel dimension. The epipolar
constraints have been included in the MLSM evenghathe
patch shifts are generally less than 1 pixel amditfiluence
of these constraints is reduced. Considering anneaffi
transformation between patches, the estimationllothase
parameters is often ill-posed on the image patcanoédge.
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For this reason, a test (considering the Prind@xaihponent
Analysis and the Student's t-test) has been peddrnio

= Export edges in CAD Geometric edges are exported in
CAD in order to give preliminary data for the graphi

exclude any undeterminable parameters.

= Geometric edge extraction image matching allows
radiometric edges to be extracted. Most of thegesdre
due to shadows or radiometric changes but they have
geometric correspondence (Figure 2).
boundaries are of interest in surveying graphiavirgs and
modelling. For this reason, each dominant point tba
extracted edges is considered with respect to AR
point cloud and it
discontinuity occurs in the LIDAR data close to teeége
point. The breakline is detected considering poiisL0)
inside a search area and evaluating the changéseirz-
coordinate of these points with respect to the ldtgments
on the x-y axis. If a change in z is detected, eaklines is
individuated.

5 : Geometric
Dominant point
, edges

[ ]
]
[ ]
Radiometric %5 Sl
edge

Figure 2. Radiometric and Geometric edges and seaechin
the geometric filtering

Only geometric

drawing realization of the survey and for a roughleation
of the achieved results.
= Guided Segmentation of point cloud the LIDAR point
cloud is segmented using a region growing algorigmd by
constraining the segmentation process from crossimg
geometric edges. In other words the edges represent
boundaries of each element of the fagade.
The algorithm has been completely implemented Matlab

is verified whether a geometric code: the computation time has not been assessauydhe

performed tests. The algorithm is still in progres®st of the
steps have been fully implemented, but some of thiirhave
to be improved and tested in more detail in the neonths (see
figure 4).

‘ Iinage Orientation ‘
[
‘ Image Enhancement ‘
[
Edge Extraction from
Reference Image
‘ LIDAR (latalReg‘straljon ‘
I

Edge Matching . Least Square
between Inages Matching
Geometric Edge
- - Extraction

Guided Point Clond CAD Export

Segmentation

= Edge filtering: blunders are deleted from geometric edges

using a filter which smoothes the geometry of thlgee In
order to do this, the reciprocal point positionstbhe same
edge are considered: in particular the positiora gfoint is
predicted considering the neighbouring points dmehtthe
difference between the predicted and real positérthe
point is evaluated. If the difference value is kighhan a
predefined threshold the point is deleted. Thiteffiis not
robust: it will work well if the blunders are istéal from each
other.

Extracted edge

Predicted position

thresholds

Extracted edge Filtered:cdge

Figure 3. Blunder filtering (top) and edge smoothibgttom)

Finally, a second filter could be used to smooth #dges to
delete the redundant points: if three points ameoat aligned
(according to a threshold value) in the spaceetheation of the
line could be estimated by means of a Least Sqa®
procedure, and the intermediate point can be dk(Eigure 3).
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Figure 4. Algorithm scheme (the grey steps arkustifler
development)

4. EXPERIMENTAL TESTS

Several tests have been performed in order to wdtie

reliability of the algorithm. The first tests wemdnducted
considering a test field in the Photogrammetry lrabary in the
Politecnico di Torino (Turin, Italy). Other testexe performed
surveying a real fagade in order to consider thabity of the

algorithm in real conditions. In each test, seveirabge

configurations were tested and at least three imagere
processed contemporarily.

The geometrical accuracy in the edge location waduated

comparing the matched edges with the results aetiiby the
manual restitution. Finally, the percentage of inattedges on
the number of extracted edges was evaluated.

The tests were performed usingReegl LMS-420 for the laser
scanner acquisitions and @non EOS5D for the image
acquisition.

4.1 Calibration test Field

This test was performed in order to evaluate thenggric
accuracy in the edge extraction and the reliabitfy the
algorithm in the presence of repetitive pattermdition of the
building was considered in order to evaluate théopmance of
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the algorithm in a simple but meaningful site, wehaeveral
typical elements of a fagcade were visible (Figure 5

A 0.030 gon scan resolution point cloud and abd&utmages
have been acquired in this test. Nevertheless, Bnisnages
were considered in the multi-image matching albonit the
additional information given by more than 5 imagkd not
improve the final result. The point of view of tlmeference
image (Figure 5) was approximately the same as stten
position in order to have the same occluded are#isei LIDAR
and image acquisitions. The other 4 images wereiget on
both sides of the reference one and at differeighite the
taking distance was on average 8 m and the base the
reference image to the other images is betweemla?d 2 m
(e.g. the base/distance ratio ranges from 1/7 dp4p

The images were chosen in not normal position ideoito
guarantee a good configuration in the matching gssc An
example is shown in Figure 6: epipolar lines ruongl the
object in different directions to help search fdretcross
correlation maximum. The computational time washkigthan
that necessary when using 3 images, but the remtbetter in
terms of completeness and reliability.

Figure 5. Reference image of the calibration tesdun the
multi-image matching process

Furthermore, the point cloud was filtered at défer steps in
order to find the right balance between number a@ifits and
DSM approximation: it was noticed that a point ddiltered at
a 0.400 gon scan resolution was sufficient to perfahe

matching algorithm; a denser point cloud did noprapiably

change the matching results of small or repetitigtils, such
as the banister of the balcony. On the contraw,filkering of

the geometric edges had to be performed using ts dense
available point cloud.

The extracted edges were complete all over theerfe image;
each part of the facade was correctly detectedrepasented
(Figure 7). These edges were matched in the otinegés
according to the discussed workflow (Figure 4). e3altests
over different parts of the fagade were perfornsdexample is
shown in Figure 8.

In general, the achieved results have shown tlapénicentage
of mismatches is low, though no strict threshol@dsemsed in
the rejection of the matched points; furthermoee ismatches
were concentrated in correspondence to the basem&he

mismatches on glass, due to glass reflection, weoéded, by
ignoring the windows in all images. Some elemeriftsthe

facade, such as the banister, were not completglsesented,
because of their small dimensions and their rapetattern.
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Figure 7. Example of extracted edges in the cdlidmaest

The edges in correspondence to the repetitive rpatten the
walls were almost completely matched while the getage
decreased slightly for the window frames, becautethe
proximity of the window areas. Nevertheless, thmpleteness
of the extracted edges is high: the percentageadéhred edges,
on the fagade, was approximately 92%.

LRI

\_\ﬁ‘; i F
Fam T

Figure 8. Extracted edges exported in CAD, befoee th
geometric edge filtering

Finally a comparison between the manual photogranune
plotting (using 2 images acquired byRallei 6008 in normal
conditions) and the matched edges was made in duler


markus
Notiz
None festgelegt von markus

markus
Notiz
MigrationNone festgelegt von markus

markus
Notiz
Unmarked festgelegt von markus

markus
Notiz
None festgelegt von markus

markus
Notiz
MigrationNone festgelegt von markus

markus
Notiz
Unmarked festgelegt von markus


In: Bretar F, Pierrot-Deseilligny M, Vosselman G (Eds) Laser scanning 2009,

TAPRS, Vol. XXXVIII, Part 3/W8 — Paris, France, September 1-2, 2009

compare the achieved accuracy. About 100 edge$adésp all
over the image were considered in this test. Theresults are
shown in Table 2.

Mean taken A mean RMS Theoretical
Distance [m] [mm] [mm] RMS [mm]
8 3 12.3 1.20

Table 2. Accuracy evaluation of the extracted edigeise
calibration test

The theoretical
considering the equations proposed by [Forstned8[Lbr the
multi-image case. An average base between imagés66fm
and a focal length of 25 mm have been considerdte T
achieved accuracy is lower than
Nevertheless, the extracted edges have been mansieg an
algorithm that reaches a pixel accuracy. PerforniregMLSM
algorithm, sub-pixel accuracy (0.1-0.2 pixel size)ll be
reached and it is expected to improve this restilabmout 5
times.

4.2 Church facade

A second test was performed on a XVI century chdachde in
Roccaverano (Alessandria, Italy) in order to evaudbe
performances of the algorithm in a real case. @mlge images
were available and the images were affected by amgth in
illumination (Figure 6). For this reason, this tespresents a
critical situation and the results achievable iasth conditions
are surely worse than when ad hoc image configuration is
used. The edge extraction showed several drawbatks
correspondence to the rounded decorations becaldbeo
absence of well-defined breaklines; The 500 vyedr-ol
decorations were sometimes hard to detect as tfeegraded
and too far (taking distance is about 15 m) to btected in
detail. The matching process was complicated by tékéing
geometry of the images which were near to the nbcase and
parallel to the horizontal elements of the facade;this
situation, the epipolar geometry does not help he t
homologous point detection.

Figure 6. Available images of the church facade

Several tests were performed on the different paftshe
facade, and the achieved results have been compadtiedhe
manual restitution data. These results confirmexd reéiability
of the algorithm, even though the geometrical [mieai of the
edge is lower than in the previous test and theaetdd edges
are noisier; the mismatch percentage was also higtimost
85% of all the extracted edges were matched (Figuteut, as
expected, this percentage was lower when only tirezdntal
edges were considered. Some authors (Zhang, 208 h
already proposed a “free-form” matching, considggiominant
points on an edge as a whole, in order to overcdiffieult
situations due to normal images. This solution ledsto good
results in the aerial case; in terrestrial applicet, edges have
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Root Mean Square has been compute

the theoretical . one

generic shapes and this approach has proved toteedifficult
to implement.

Figure 7. Extracted and matched edges in the refer@pper)
and left-right images (lower), before geometriceefitiering

The geometric filtering did not delete all the @detric edges;
the edges (due to shadow) close to the breaklire® wot
cancelled by the filter (Figure 8). This aspectpaticularly
critical when insufficiently dense point clouds asailable.

Figure 8. Extracted and matched edges after thegieic edge
filtering: the shadows close to breaklines arededé¢ted.

5. CONCLUSIONS AND FUTURE DEVELOPMENTS

The performed tests have allowed a first evaluatiohe made
of the potentiality of the proposed method, eveouth this
analysis is not complete yet and further tests @drahges have
to be defined. Nevertheless, the results havadrshown the
reliability of the algorithm. In general, the retsullepend on the
image taking configuration: almost normal case iesagre
weak in the matching of edges parallel to epipéitegs. This
problem could be overcome by just using more thameet
images and an ad hoc taking geometry. Images athjt
different heights allow epipolar lines with differtedirection to
be obtained (Figure 9); instead, convergent imdgese than
20°) could be subject to problems due to affinedaétions.
The taking distance should be chosen accordingetal¢gree of
detail requested in the survey: in general, a 18istance can
be considered the maximum for architectural objdotsbe
drawn at 1:50 scale. The algorithm has shown thatan
achieve good results for repetitive patterns, paldily if more
than three images are used.
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Figure 9. Optimal image configuration: epipolareknare in red

The number of mismatches is usually low and deeseas the
number of images increases. Glass, however, mustyslbe
deleted from all the images, in order to avoid nafrhes.
Dense point clouds in the LIDAR acquisition are stictly

necessary during the matching process while theyacessary
instead in the filtering of the geometric edges. fact the

algorithm has shown some problems because of gsepce of
shadows close to the geometric breaklines; a menselpoint
cloud could overcome this problem. Furthermore,noad

edges are difficult to model as it is difficult identify the

position of the breakline in the image: in thisuaiion, the
algorithm does not allow good results to be obtine

It is expected that the geometric precision inégtige matching
will be increased by implementing a Least Squardchag

(LSM). A first step will be to perform a Multi-PhotLSM of

dominants points; then it is planned to carry aut.8 B-Snake
matching (Zhang, 2005) which could slightly improvee

quality of extracted edges.

A great advantage in the traditional point cloudmentation
will be obtained from the extracted edges. The ssdation

will be guided by edges that define the boundadésach

facade portion and fix a constraint in the regiomwing

algorithm. In this way it is expected to make thedelling

procedures easier.
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