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ABSTRACT:

In our work we are interested in ’Modeling the Reality’: Scenes are reconstructed in a combination of highly accurate geometry and
real radiometric textures. Thereby, a common problem is the difficulty to gain colored panoramic 3D data which are highly accurate
and have high resolution. Aligned color and range data is the basis for continuative modeling tasks, e.g. textured surface generation,
’as built’ models, 3D object recognition and other virtual reality applications.
We present a multi-sensor calibration and registration framework that fuses highly accurate and robust colored panoramic 2.5D data.
To achieve this, we use a panoramic 2.5D laser scanner in combination with a 2D array camera. To simplify the alignment between
multiple viewpoints, we additionally make use of an electronic spirit-level, which is integrated in the scanner system. The applicability
of our system is validated on a historical site called ’Kirche Seefeld’.
In summary, we present a highly accurate multi sensor system including robust methods for the calibration and registration of the data
streams and its fusion to a dense 2.5D point cloud.

1 INTRODUCTION

A common problem in ’Modeling the Reality’ is the difficulty to
gain colored panoramic 3D data, that is both, highly accurate and
has high resolution. Aligned color and range data is the basis
for continuative modeling tasks, e.g. textured surface generation,
’as built’ models, 3D object recognition and other virtual reality
applications.

Laser scanning systems, that are currently available, often miss
a panoramic option in either camera or scanner or have disad-
vantages in data quality and resolution of the color data stream.
Contrarily, camera only based systems lack in efficiency (as much
more viewpoints are needed), robustness (if the scene is ”poorly”
textured) and have high computational costs in the postprocess-
ing. Furthermore, the 3D reconstruction could even fail if there
is no texture. Consequently, these approaches are not applicable
in some use cases.

To avoid those disadvantages, we designed a system, which

Figure 1: The Z+F IMAGER
5006 with color camera

consists of a panoramic laser-
scanner, an array camera,
and an electronic spirit-level
to yield highly accurate and
dense 3D point clouds. To
achieve the same visual field
of view, the camera is at-
tached to a vertical tilt unit
and mounted on the scanner
device. Such a system com-
bines the advantages of both
sensors: the direct range in-
formation of the scanner de-
livers a highly accurate 2.5D
point cloud of the environ-
ment, whereas the color data
of the camera highly im-
proves visualization, resolu-
tion and interpretation of the

data. By aligning different viewpoints, range data can be more
easily combined to dense 3D models than single 2D camera data
only. The electronic spirit-level additionally stabilizes the align-
ment between multiple viewpoints and makes the approach work
robustly in a variety of different field scenarios. Finally from a
measurement point of view, the combination of both sensors ide-
ally complements each other: Camera sensors tend to blur edges
less than scanners.

Our multi sensor approach enables efficient, accurate and robust
acquisition of colored panoramic 2.5D data and their alignment
to dense 3D point clouds.

2 HARDWARE AND ACQUISITION PROCESS

We start with a short description of the mechanical principle of
the scanner and the acquisition setup and introduce some impor-
tant definitions and notations.

2.1 Hardware

The scanner we use (Z+F Imager 5006) consists of a range mea-
surement system in combination with a mirror deflection device
(see Fig. 1). The deflection system points the laser beam into the
direction of measurement, the laser beam is emitted and the re-
flected laser light is detected. A 3D scan is acquired by two rota-
tions: First the mirror rotates around a horizontal axis (”elevation
rotation axis”) and thus deflects the laser beam in a vertical direc-
tion. The second rotation is around the vertical center axis (”az-
imuth rotation axis”) of the system (see Fig. 1 and Fig. 3). The
actual direction of the laser beam is measured by two encoders:
The first describes the actual horizontal rotation and is adjusted at
the center axis (azimuth encoder). The second encoder describes
the mirror rotation and is adjusted along the mirror rotation axis.
The zero position of this second encoder is located along the neg-
ative direction of the center axis (elevation encoder). The field of
view of the scanner is 360o (azimuth) and 320o (elevation). In



Figure 2: Viewpoints of the ’Kirche Seefeld’ project

addition to range information the device also measures the reflec-
tivity of the object-surface giving a photo like impression of the
scanned area. There is a one-to-one correspondence between the
reflectance and the range value of each sample with respect to the
corresponding azimuth and elevation angles.

The scanning mode for our experiments has a spatial point dis-
tance of 6.4mm in 10m (1.59mrad/pixel), hence the resolution
for a 3600 scan is 10000 x 5000 pixel. The data acquisition is
very fast: For a 3600 panoramic scan, it takes an overall acqui-
sition time of 3.22 min with a sampling rate of 250.000 Hz (see
(Zoller + Fröhlich, (visited September 2008)) for more hardware
specifications).

To capture color data, we use an industrial camera with a resolu-
tion of 1900 pixel horizontal and 2500 pixel vertical. By using
a 4.8mm object lens, the field-of-view is 60 deg. To achieve the
same visual field of view as with the scanner, a vertical tilt unit
was mounted on the scanning device with the camera attached to
it.

Finally, we make use of the electronic spirit-level to compensate
the horizontal tilt of the system. It is mounted on the floor section
of the scanner and consists of two sensors heading orthogonal to
each other, indicating two angles of tilt. The domain of the level
is ±0.5 deg horizontal tilt.

2.2 Data-Acquisition

In order to acquire high resolution, well exposed pictures, data
is not collected ’on the flight’ in parallel with the scan, but con-
secutively after the scan. Overlapping color images are taken by
rotating the system by predefined angle increments around the
azimuth rotation axis of the scanner and vertically around the tilt
unit.

In our measurement concept, the scanner as well as the intrinsic
camera parameters are assumed to be stable for a long period of
time, and can therefore be calibrated in the laboratory. The tilt-
unit and the camera can be removed from the scanner facilitating
transportation. Hence, the extrinsic camera parameters have to be
calibrated after reassembly with the scanner.

Our test site was a church (’Kirche Seefeld’) of approximately
9x19x10 m3 size (see Fig. 2). In this project, the task was to
acquire colored 3D data with a spatial point distance of less than
10mm in 10m (on the roof) and of less than 5mm on the hori-
zon. To achieve this, we captured scan-data and image-data from
twelve different viewpoints. The maximal distance between two
viewpoints was approximately 12m. The maximal difference be-
tween neighboring viewpoints was approximately 3m. No targets
were available within this site.

The church has gilded figures and some paintings and frets on
the wall. Many areas exist with relatively ”bad” texture. The il-
lumination conditions differed between bright sunlight and dark
regions. This resulted in several challenges, especially for the
camera-calibration: The gray-value characteristics between scan-
ner and camera sometimes differed a lot.

In order to describe the mapping between the scanner and the
camera, a number of different coordinate systems are essential
and are introduced in the next section.

3 COORDINATE SYSTEMS

An affine, orthogonal and right-handed coordinate system with
the translation a and the basis vectors ei is denoted throughout
this paper by K := (a,e1,e2,e3). Based on this notation, we in-
troduce the following coordinate systems: First, the scanner co-
ordinate system (our reference coordinate system, see Fig. 3).

Figure 3: Coordinate systems
and rotation axis

Let k1 ∈ R3 , ‖k1‖ = 1 be
the elevation axis, and respec-
tively take k3 ∈ R3, ‖k3‖ =
1 for the azimuth rotation
axis. If we assume for now,
that both axis intersect and
〈k1,k3〉 = 0, we can con-
struct an affine, orthogonal
and right-handed coordinate
system

K(s) := (0,k1,k2,k3). (1)

A second coordinate system

K(c) := (w0,w1,w2,w3) (2)

which describes the position
of the camera with respect
to the scanner is called cam-
era coordinate system. If the

camera can be described as an ideal pinhole camera, then the co-
ordinate system holds the properties:

• The origin w0 is equal to the optical center of the camera.

• The third vector w3 is orthogonal to the image plane.

• w1 is parallel to the horizontal border of the image plane,
and w2 respectively to its vertical border.



Based on this we introduce a third coordinate system

K(u) := (m0,m1,m2,m3), (3)

which we call camera-tilt-unit coordinate system. This coordi-
nate system has the following properties:

• The origin is equal to the center of the rotation axis of the
tilt-unit.

• The direction of the first vector m1 is along the direction of
the rotation axis.

• The direction of m3 approximately corresponds to the direc-
tion of the z-axis k3 of the scanner coordinate system K(s).

So far, we assumed several idealized properties for the geometry
of the scanner as well as for the camera, e.g. orthogonal rota-
tion axis. However, the real sensors deviate from these idealized
models. Next, we demonstrate how these models can be trans-
formed to apply to real sensors and how the relation between the
coordinate systems can be determined.

4 MODELING THE SCANNER

Starting with the scanner, we first notice the similarity to theodo-
lites for the mechanical set-up. In this section, we present a sim-
ple sensor model that is the basic model for approaches most
commonly used in the literature (Lichti, 2007), (Deumlich and
Staiger, 2002).

Let l be the azimuth encoder angle, h be the elevation encoder an-
gle and rg the range. Then the overall transformation Φ(l,h,rg) :
[0,π[2×R→ R3 from un-calibrated encoder coordinate system
into the scanner coordinate system K(s) is defined through

Φ(l,h,rg) = H ◦ϒ(l,h,rg) (4)

with

ϒ(l,h,rg)=
(

l + sign(h−π)( b
sin(h) + a

tan(h) ),h+ c,rg
)

+η(l,h,rg).
(5)

H describes the transformation from spherical - to Cartesian co-
ordinates and is well known. ϒ1 corrects the non-orthogonality
between the elevation rotation axis and the azimuth rotation axis
as well as the non orthogonality between the laser beam and the
elevation rotation axis. In photogrammetry these errors are called
trunnion axis error and collimation axis error respectively. As
described in Section 2, the zero position of the elevation encoder
must be equal to the negative horizontal rotation axis k1. As this
is usually not the case in real sensors due to mechanical inaccu-
racies, it has to be corrected by a constant vertical angle offset,
which is described through ϒ2. This error is called vertical circle
index error. The unknowns a,b,c ∈ R can be determined as e.g.
described in (Abmayr et al., 2005).

η is a term, which summarizes all additional calibration errors.
As the focus is onto the calibration of the camera, we cannot go
more into detail throughout this paper and refer to the literature
(Lichti, 2007), (Rietdorf, 2005).

5 MODEL OF THE CAMERA AND THE
CAMERA-TILT-UNIT

In this section we show how we combine a high resolution array
camera with a panoramic laserscanner (see also (Abmayr et al.,
2008a)). To achieve the same visual field of view, the camera is
attached to a vertical tilt unit (see Fig. 3). Once the tilt unit and
the camera are mounted on the scanner device and the relation
between the sensors is calculated, both sensors can be regarded
as one single system. The angle increments of the vertical tilt unit
and the horizontal rotation of the scanner are highly accurate and
are used as fixed input parameters. This reduces the degrees of
freedom for the external camera parameters enormously.

5.1 Sensor Model

As the rotations of the scanner and the tilt-unit are highly accu-
rate, we use these rotation angles as fixed input parameters for
our model. For modeling the intrinsic parameters of the camera
we use Tsai‘s camera model (Tsai, 1987), which is based on the
pinhole camera of perspective projection, and is well known in
computer vision. If we denote the horizontal rotation with the
angle α around the z-axis of the scanner with Zα and the ver-
tical rotation with the angle β around the x-axis of the tilt-unit
with Xβ then the overall projection Ξα ,β : R3 → R2 from a point
X := (x,y,z) of the scanner coordinate system K(s) onto the pixel
(u,v) in the color image can be written as

Ξα,β (X) = ϕκ ,cx,cy,s ◦π f ◦Tα ,β (6)

with
Tα,β := MXβ M̃Zα . (7)

Tα ,β defines first the transformation from the scanner coordinate
system K(s) into the camera-tilt-unit coordinate system K(u) and
then the transformation from K(u) into the camera coordinate sys-
tem K(c). The perspective projection onto the image plane with
the focal length f is described through π f :R3 →R2 and the map-
ping from undistorted coordinates to distorted image coordinates
with the principle point (cx,cy), the parameter κ describing the
1st order radial lens distortion and the uncertainty scale factor
s is defined through ϕκ,cx,cy,sR2 → R2. For detailed information
see (Tsai, 1987).

According to the setup, the rotation angles α and β define the
actual position of the azimuth encoder of the scanner and the ro-
tation angle of the tilt unit and are assumed to be known. By con-
sidering that M and M̃ are homogenous matrices and thus can be
described by 6 parameters each, we get altogether 17 unknowns.

Our calibration approach for solving the external camera param-
eters is based on the following properties.

5.2 Properties

1.) If the vertical angle β is fixed, then the camera rotates on a
circular path around the z-axis k3 of the scanner: To show this,
take any fixed β0 ∈ [−π/2,π/2[ and α0 ∈ [0,2π[. Then (7) holds
for all α ∈ [0,2π[

Tα ,β0
= Tα ,β0

Zα−α0 (8)



and therefore
Ξα ,β (x) = Ξα0,β (Zα−α0 x). (9)

Proof With (7) we get Tα ,β0
= MXβ0

M̃Zα = MXβ0
M̃Zα0 Zα−α0 =

Tα,β0
Zα−α0 . This results with (6) in Ξα,β0

(x) = Ξα0,β (Zα−α0 x).

¤

If the vertical angle β0 is fixed, then implies property (9) that
corresponding points between these images and the scanner can
be transformed into one single camera image. This is very con-
venient for the calibration as it reduces the minimal number of
necessary corresponding points.

2.) If the vertical angle β0 is fixed and one single transformation
between camera and scanner is known, then any transformation
along this circular path also is known. This follows directly from
property (8).

3.) Let the notation be as introduced above and Tα0,β0
, Tα0,β1

(β0 6= β1) be two transformations as defined in (7). Set

Yα := M̃Zα M̃−1 (10)

and
A := (Xβ1

Yα0)(Xβ0
Yα0)

−1

B := Tα0,β1
T−1

α0,β1

X := M̃−1.

(11)

Then
Tα ,β = MXβYα M̃ (12)

and
AX = XB. (13)

This representation is called AX=XB representation of the ex-
trinsic camera parameters.

Proof To show (12) we use (10) and simplify (7) to

Tα,β = MXβ M̃Zα = MXβ M̃Zα (M̃−1M̃) =

MXβ (M̃Zα M̃−1)M̃ = MXβYα M̃.

To show (13) we notice that both transformations Tα0,β0
and Tα0,β1

must hold
Tα0,β0

= MXβ0
Yα0 M̃

Tα0,β1
= MXβ1

Yα0 M̃.
(14)

Solving (14) for M̃ leads to

(Xβ1
Yα0)(Xβ0

Yα0)
−1

︸ ︷︷ ︸
M−1
︸︷︷︸ = M−1

︸︷︷︸ Tα0,β1
T−1

α0,β0︸ ︷︷ ︸
A X = X B

(15)

¤

(13) shows that the extrinsic camera parameters can be trans-
formed into a ’AX=XB’ structure. How to solve AX=XB prob-
lems, however, is well known in the literature (see e.g. (Park and
Martin, 1994))

5.3 Algorithm Outline

Let us assume that we have P := {(P1, p1), ..,(Pn, p,n )},Pi ∈R3, pi ∈
R2 corresponding points between scan data and images taken
from the same vertical encoder position β0 and the scanner. Let
us further assume that we have Q := {(Q1,q1), ..,(Qn,q,n )},Qi ∈
R3,qi ∈ R2 corresponding points between scan data and images
taken from a second vertical encoder position β1,(β0 6= β1) and
the scanner.

1.) (Full Calibration - 19DoF) If the 7 internal and 12 external
calibration parameters are unknown, then all parameters can be
solved for | P |> 10 and | Q |> 10 points by applying Tsai’s cali-
bration approach in combination with property 1.-3. from Section
5.2.

2.) (Full External Calibration - 12DoF) If the intrinsic camera
parameters are known, then all 12 external registration parame-
ters can be solved for | P |> 7 and | Q |> 7 points in closed form
solution by applying property 1.-3. from Section 5.2.

3.) (Update Procedure - 3DoF) If the parameters were already
calibrated once and the camera and the tilt-unit are reattached on
the scanner as a single unit then only M has changed. Further-
more, if both devices are adjusted on the same position, then only
the rotation in M has to be recalculated. This can be done for
| P |+ | Q |> 2 points by a non-linear least squares approach.

6 FEATURE EXTRACTION AND MATCHING FOR
EXTRINSIC CAMERA CALIBRATION

In our approach, the scanner-calibration as well as the calibration
of the intrinsic camera parameters depends on the highly accurate
detection of artificial landmarks and is vision-based (Abmayr et
al., 2008b). As both systems are stable for a long period of time,
we perform their calibration in the laboratory. In contrast, the
use of such targets in the field is time consuming and inefficient.
Therefore, we apply natural landmarks for the calibration of the
extrinsic camera parameters.

6.1 Feature Extraction

Let us assume that we reattached the camera on the scanner and
hence let the mapping between a camera image I and the scan S
be approximately known. Our registration approaches between
camera and scan-data is based on corresponding points. Thereby,
we only focus on those points, which are significant in their gray-
value characteristics. This task is well known in computer vision
(see e.g. Harris (Harris and Stephens, 1988)) and photogramme-
try (see e.g. Förstner (Förstner and Gülch, 1987)). These sets of
feature points extracted in each image and the scan is the input-
data for our matching approach. This is introduced in the next
section.

6.2 Feature Matching

Definitions Given the scan S and the set of pixel indices in the
region around (m,n) through

M := {(m− k,n− l), ..,(m+ k,n+ l)}. (16)



Figure 4: Scheme of the matching approach between two features
in S and I: The affine linear transformation maps the image patch
from W̃ into the view of the scan. Then this transformed patch Ĩ
is correlated with S in the region M around (m,n).

Then, the sub-matrix S̃⊂ S of the scan is defined through

S̃ := (Si j)(i j)∈M (17)

and is called scan-patch around (m,n). Further, set

W := ((m− p,n−q),(m− p,n+q),(m+ p,n−q),(m+ p,n+q))
(18)

with |p| < |k|,|q| < |l| (see Fig. 4). As each pixel Si j in the scan
is assigned to a 3D coordinate Xi j ∈ R3, we use (6) to transform
each scan-pixel into the image I and set

W̃ := (Ξα ,β (XW0),Ξα ,β (XW1),Ξα,β (XW2),Ξα ,β (XW3)). (19)

W̃ is called region of interest in I.

Properties The transformation between W and W̃ can be solved
with a linear least squares optimization approach.

Proof Set f (x,y) := a0x + a1y + a2 and set g(x,y) := b0x +
b1y+b2. Then

∑
k∈{0,..,3}

‖
(

f (Wk0,Wk1)−W̃k0
g(Wk0,Wk1)−W̃k1

)
‖→min (20)

with the unknowns (a0, ..,a2) ∈ R3 and (b0, ..,b2) ∈ R3 can be
solved with a linear least squares approach.

¤

In the region around corresponding features between scan and
image the transformation between both data streams is approxi-
mately affine-linear. Therefore, for a given feature point (m,n) in
the scan, we use (20) to transform image I into the view of the
scan-patch around (m,n). We apply for all (i, j) ∈M

(p,q) := ( f (i, j),g(i, j))

and assign
Ĩi j := Ip,q. (21)

Then Ĩ is called into S transformed patch of I 1.
1(21) maps in general in between adjacent pixel of the image I. There-

fore, interpolation (e.g. bilinear interpolation) or approximation tech-
niques for reconstructing the image between adjacent pixel should be used
to improve the quality of the transformed image.

As the mapping between camera and scan only is known approx-
imately, the positions between Ĩ and S̃ also only correspond ap-
proximately. To find the position of best match between S̃ and
Ĩ, we apply a well known correlation-based approach (see e.g.
(Hirschmüller and Scharstein, 2008 (accepted for publication)))
to measure the similarity between both patches. We calculate the
derivative of the input images S̃ and Ĩ. For f ∈ {S̃, Ĩ} set

∆(x)
i, j ( f ) := 1

2 ( fi−1, j− fi+1, j) and ∆(y)
i, j ( f ) := 1

2 ( fi, j−1− fi, j+1)

and define the discrete derivative at position (i, j) through

∇ f (i, j) :=
√

∆(x)
i, j ( f )2 +∆(y)

i, j ( f )2. (22)

The gradient-based quality measure is then defined through

C̃i j :=

∑
(k,l)∈M

∇i−k, j−l(S)∇k,l(Ĩ)

√
∑

(k,l)∈M
∇i−k, j−l(S)2 ∑

(k,l)∈M
∇k,l(Ĩ)2

. (23)

Based on this definition for quality measure, we introduce our
matching approach for camera vs. scan data.

Algorithm Outline The matching procedure can be divided in
several steps:

1. Feature Extraction: We start with the feature extraction method
introduced in Section 6.1. Denote the set of features-positions
of the scan with FS and of the image with FI .

2. Affine-linear Transformation: Between any two pairs of features-
positions (m,n) ∈ FS and (p,q) ∈ FI apply (21) to transform
I in the region around (p,q) into the perspective view of S.

We denote this transformed image with Ĩ. Further, we apply
(17) to define the scan-patch and denote this patch with S̃.

3. Feature Image Generation: To find the best match position
between S̃ and Ĩ, we slide Ĩ over S̃ (see Fig. 4) and apply for
each position (i, j) the quality measure introduced in (23).
We store the result in the feature image C.

4. Calculate Best Match Position: The feature image C will be
maximal at the index (r,s) where Ĩ and S̃ match best (with
respect to the used quality criterion) and thus the position
(r,s) of best match is calculated through

Cr,s := max(..,Ci j, ..). (24)

If Cr,s is larger than a predefined threshold, then count the
feature-pair as match and add it to the set Q of matches,
otherwise reject it.

5. Back-Projection into I: Consequently, the corresponding
position in I that matches best to (r,s) is calculated through

(m̃, ñ) := Ξα ,β (Xr,s)

by using (6).



Figure 5: Two triangle-neighborhoods in the scan map to the
same region in the image. Color can be assigned only to the
neighborhood around the pixel which is closer to the camera ori-
gin.

6. After step 2.)-5.) was applied on all combinations of feature-
pairs return the set Q of matches.

The approach we present results - depending on the parameters
to adjust - in a high amount of suggested matches. On the other
hand, it is obvious that these suggested matches contain a high
percentage of false candidates. To detect these outliers we use
the Ransac (Random Sample Consensus) method (Fischler and
Bolles, 1981): Randomly, the minimal set of points needed to
calculate the transformation between the images is extracted and
all candidates are tested for consensus. This is repeatedly done
until a break criteria is reached. The set with the largest consensus
is selected for registration. Again we refer to the literature for
more information.

7 DATA FUSION

Now all sensors are assumed to be calibrated and the relation
among them is known. Since this paper mainly focuses on the
registration framework, we only give the basic ideas of the fu-
sion process. The basic procedure is rather straightforward, as
the mapping from a scanpixel (u,v) to image coordinates (m,n)
is known. As introduced in Section 2.1 each scanpixel (u,v) cor-
responds to encoder increments (h, l) and a range value rg. With
(4) and (6) the mapping is defined through

(m,n) = Ξα ,β ◦Φ(l,h,rg). (25)

This procedure is called Color Scan Generation. The only prob-
lem which occurs however, is to take care of the occlusions due
to parallax and the scene structure: mapping between scan and
images in general is not one-to-one, and so mismatches occur, if
objects are in the field of view of the scanner but not of the camera
(see Fig. 5). Such z-buffer problems are well known in the liter-
ature. In (Abmayr et al., 2008a), we gave a short summary of the
problem in the context of 2D camera-images and 3D-laser-scans.

Finally, to get a homogenous color crossover in overlapping im-
age regions, a simple blending technique is used. Again, we refer
to the literature (see (Abmayr et al., 2005)).

Figure 6: Validation of the scanner accuracy: Final error between
pairs of targets and ground truth data after co-registration. a.)
Registration vs. ground truth with 6DoF b.) Registration after
level-compensation with 4DoF

8 EXPERIMENTAL SETUP AND RESULTS

Our setup for intrinsic camera calibration allows adjustment in a
laboratory. For this purpose, we assembled over 80 targets in a
calibration-lab. The targets were adjusted in varying positions in
relation to the system and were evenly distributed with respect to
its horizontal and vertical angles. For cross-checking our results
vs. a ground truth, we additionally measured the 3D positions of
these targets precisely by using a highly accurate total station.

Validation of Scanner Accuracy In this test, we cross-checked
the scanner calibration vs. the ground truth of the calibration
lab. Our statistical measures are the remaining azimuth and el-
evation error (rms and mean) between pairs of points after the
co-registration. This errors are shown in Fig. 6 (a). Furthermore,
we calculate the remaining distance between these pairs: To norm
this error, all pairs of points are projected to a 10m sphere. The
small rms errors demonstrate that no parameter is over-adjusted
for a certain spectrum of the field of view but that the calibration
is feasible to the complete panoramic scene.

Validation of Electronic Level Accuracy Here, we cross-checked
the accuracy of the electronic spirit-level. The data specification
of the electronic spirit-level we used is within a domain of ±0.5
deg (horizontal-tilt). Additional to this domain restriction, also
the stability of the tripod influences the accuracy of the result.
We compared results between different degrees of tilt by using
the ground truth of the calibration lab: After tilting the scanner to
different horizontal declines in a range of ±0.5 deg, we extracted
the 3D positions of the targets and compensated their horizontal
tilt. Then, we aligned the compensated targets vs. the ground
truth: However, now we restricted the registration only to a hor-
izontal rotation and a translation and hence to 4 DoF. Fig. 6 (b)
demonstrates the quality of the level-compensation: Although the
registration results are worse than a full rigid motion registration
with 6 DoF (compare Fig. 6 (a)), they are still highly accurate
and emphasize the use of the electronic spirit-level.



Figure 7: Validation of camera accuracy: Final error between
pairs of targets and ground truth data after co-registration. a.) Ac-
curacy after full camera calibration b.) Accuracy after extrinsic-
camera calibration in different location with 3DoF-update proce-
dure

Figure 8: External camera calibration: (a) Statistical measures
after outlier detection with ransac (b) Scaled error vectors of the
feature extraction and matching approach

Next, we validate the results of the camera-calibration w.r.t. ac-
curacy, robustness and generalization in field applications.

Camera Calibration Accuracy Here, we calibrated the intrin-
sic and extrinsic camera parameters with our full-calibration ap-
proach with 19DoF as introduced in Section 5.3 and cross-checked
the result vs. the ground truth of the calibration lab. We trans-
formed all images into the view of the scanner (see Section 7) and
then extracted the target-centers (see (Abmayr et al., 2008b)).

Our statistical measures are the remaining azimuth and eleva-
tion error (rms and mean) between pairs of points after the co-
registration. Furthermore, we calculate the remaining distance
between these pairs: To norm the distance error, all pairs of points
are projected to a 10m sphere. Fig. 7 shows the error statis-
tics and demonstrates the accuracy of our camera-calibration: As
mentioned above, the scan mode we used has a spatial point dis-
tance of 6.4 mm in 10 m and consequently the remaining error of
the camera-calibration is within sub-pixel accuracy.

In summary, this test demonstrates that our camera-calibration
approach is valid for the complete panoramic field of view with
sub-pixel accuracy.

Figure 9: Kirche Seefeld: Colored 3D point cloud (i)

Generalization Test Here, we demonstrate the generalization
of our extrinsic camera calibration approach to different loca-
tions: As introduced above, in our measurement concept the in-
trinsics are adjusted once in the laboratory, whereas the extrinsic
parameters have to be updated in the field. Hence, we have to
show that our calibration approach for the extrinsic parameters
does not over-adjust the parameters to the environment and con-
sequently is valid to different locations:

To show this, we first applied our method for the intrinsic camera
calibration in the calibration lab as introduced above. After that,
we removed the camera and the camera-tilt-unit from the scanner
and changed the location. Then, we reassembled the camera and
the camera-tilt-unit again in the new location and applied our au-
tomatic feature extraction and matching approach from Section
6. With this set of matches we then recalculated the extrinsic pa-
rameters with our update procedure, hence 3DoF as introduced in
Section 5. Finally, we cross-checked this new calibration in the
calibration lab vs. the ground truth without demounting the cam-
era from the scanner: Equal to the camera calibration accuracy
test from the last paragraph, we mapped the color images onto
the reflectance data of the scan (see Section 7) and then extracted
the target-centers (see (Abmayr et al., 2008b)). The results of this
test is shown in Fig. 7: The scan mode we used had a spatial point
distance of 6.4 mm in 10 m and consequently the remaining error
is within sub-pixel accuracy. In summary, this test demonstrates
the generalization of our extrinsic camera calibration approach to
different locations.

The same procedure was applied in the ’Kirche Seefeld’ project.
Fig. 8 shows the remaining error between pairs of points after the
automatic feature extraction and matching approach from Section
6 and the external camera calibration with the update procedure
from Section 5.3. The remaining error between pairs of points
is shown as vector. For visualization, the vector is multiplied
with a scale factor. As we did not remount the camera from the
scanner for the whole project, we could use this calibration result
for all scans. Finally, Fig. 9 and Fig. 10 show some results of
the colored 3D point cloud after the registration and data fusion



Figure 10: Kirche Seefeld: Colored 3D point cloud (ii)

of all viewpoints.

9 DISCUSSION

The angle increments of the vertical tilt unit and the horizontal
rotation of the scanner are highly accurate. Using these angles as
fixed input parameters reduces the unknown external camera pa-
rameters of the image sequence to only two rigid motions. Con-
sequently, this results in large benefits for the stability of the cal-
ibration. Due to transportation conveniences the tilt-unit and the
camera are designed to be removable from the scanner. Conse-
quently, the external camera parameters must be re-calibrated in
the field. After reattaching the camera on the scanner, the po-
sition and orientation between camera and scanner is approxi-
mately known: hence, we successfully applied correlation-based
quality criteria for matching feature points. Although the differ-
ent sensor modalities and difficult scene structures often result in
a lack of uniqueness of the features, our multi sensor approach
guarantees feasibility also in difficult field applications. This was
validated on a historical site called ’Kirche Seefeld’.

ACKNOWLEDGEMENTS

We thank M. Mettenleiter and the r&d team of Zoller + Fröhlich
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Abmayr, T., Härtl, F., Hirzinger, G., Burschka, D. and Fröhlich, C.,
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