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ABSTRACT: 
 
The matching technique is the key to geospatial data integration and fusion. In this paper, we describe spatial directional relation 
through direction relational matrix, and discuss calculation methods of the spatial directional similarity. Combining with the area 
vector data matching algorithms, we introduce some matching tactics, which contribute to accomplish many-to-one, many-to-many 
matching. We describe matching process based on spatial directional similarity and matching tactics. Then we take a test, using 
building property area data and town planning area data at a scale of 1：500. In the test, we take the spatial directional relation matrix 
algorithm, and adopt two-steps matching tactics. Based on the test, we draw a conclusion: matching efficiency depends on not only 
algorithms, but also tactics. Proper tactics can help us accomplish more complex task. 
 
 

1. INTRODUCTION  

There are different expression forms for the same phenomenon. 
Data matching technique can recognize the same object from 
different expression forms. So data coherence matching 
technique is the key to spatial data integration and fusion. There 
are abundant semantic information, complex topological 
relations, different geometry shapes and location differences in 
the vector spatial data, so  the automatic matching  techniques 
is always  the difficult point and hotspot  in  the  corresponding 
study (Zhang Qiaoping, 2002). 
Spatial vector data matching approaches consists of geometry 
matching, topological matching and semantic matching. In 
order to improve the matching efficiency and validity, we also 
have to make full use of matching tactics. We combine the 
spatial directional similarity algorithm and two step tactics to 
realize complex area objects matching. 
 

2. SPATIAL DIRECTION CONCEPTION 
DESCRIPTION 

Spatial direction can be described as an orientation from one 
spatial object pointing to another object in a direction reference 
system. There are two aspects, quantitative and qualitative 
attributes can be used to describe spatial directional relation. 
Quantitative directions model gives an accurate direction angle 
to depict the direction. Qualitative directions model have 8 
kinds of models, including direction relation matrix model 
(Deng Min, 2006). We adopt directional relation matrix model 
to describe directional relation and to calculate similarity value. 
 
2.1 Description for Spatial Directional Relation  

Relation matrix model divide the space into 9 absolute direction 
pieces (Figure 1). The outer 8 pieces express 8 directions, and 
the centre piece is named of O. Generally, the reference object 
lies in the centre piece(Guo Qingsheng, 2004). 
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Figure 1. Spatial directions separations 

 
2.2 Spatial Direction Relation Matrix 

If A is a reference object, we divide the space according the 
minimum bounding rectangle of the reference object. A 3×3 
direction relation matrix is the following(Ding Hong, 2004): 
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Where A is a reference object and B is the target object.  
ANW, AN, ANE, AW, AO, AE, ASW, AS, ASE are 9 direction pieces. 
ANW∩B means the part of B, which is located in the direction of 
piece ANW.  

 
2.3 Spatial Directional Distance 

Spatial directional distance represents the difference of spatial 
direction pieces; and its inverse presents spatial direction 
similarity. As the object changes its direction, the distance 
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changes accordingly. The distance is defined in figure 2. For 
example, as the direction changes in one direction piece, the 
distance is defined 0; as the direction changes from NE to SW 
or from NW to SE, the distance is defined 4. Other instance 
refers to figure 2 (Roop K Goyal, 2000). 
 
 

 
 

Figure 2. The distance of four neighbouring directions pieces 
 
 
2.4 Equation of Spatial Directional Similarity Value 

The spatial directional similarity value between two directional 
is defined as the following equation (Roop K Goyal, 2000): 
 
          (2) 
 
 
Where    Dmax= 4 
 
         d(D0,D1) = the least direction distance from matrix 

D0 to matrix D1. 
Si ( D0,D1 ) = the spatial directional similarity value 

of D0 to matrix D1. 
 
 

3. CALCULATION FOR SPATIAL DIRECTIONAL 
SIMILARITY VALUE 

Equation 2 is tight, but is hard to calculate. We can realize the 
algorithm of spatial directional similarity calculation efficiently 
if we adopt raster data format. Let’s take an example, the 
directional relation matrix between the target area object and the 
reference area object can be changed to calculate the matrix 
summation between all the raster cells of the target area object 
to the reference area object. 

 
3.1  Calculation for Spatial Directional Similarity in Ideal 

Instance  

We can get the average directional distance value by adding up 
each raster cell direction distance value and dividing by the 
sums of cells. The formula of calculating the area objects 
similarity value is the following (Ding Hong, 2004): 
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Where    Ir = the reference object 

Ip = the target object 

n = the raster cells numbers of the target object  
 di = the moving distance of each cell 
 S(Ir,Ip) = the similarity value of the two object. 

 
3.2 Calculating for Spatial Directional Similarity in 

Ordinary Instance 

Because of different data sets, the same object may present the 
different shape. The above-mentioned method does not adapt to 
the ordinary instances. How does it to calculate the similarity 
between the objects with different shape?  We can solve it by 
this way. 
Let’s take Figure 3 for example.  
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Figure 3. Similarity calculation for object with different shape  
 
 
Firstly, we take A as the reference object. B is the object with 
different shape in 3(a) and 3(b). max

We calculate the similarity value of B from figure 3(a) to figure 
3(b). We take the raster cells of B in figure 3(a) as norm. The 
principle is: 
① comparing to B in figure 3(b), if the cell does not exist in B 
of figure 3(a), but exist in B of figure 3(b), the moving distance 
is 0. 
② comparing to B in figure 3(b), if the cell exist in B of figure 
3(a), but does not exist in B of figure 3(b), the moving distance 
is 4. 
③ the other instance, referring to figure 2.  
The calculating course is as follows: 
The number of raster cells in B of figure 3(a) is 16. There are 5 
cells in B of figure 3(a) moving form NE to N comparing to B 
of figure 3(b). The spatial directional similarity value of B from 
figure 3(a) to figure 3(b) is Sim1( a,b). 
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Secondly, we take the raster cells of B in figure 3(b) as norm. 
Then we calculate the similarity value of B form figure 3(b) to 
figure 3(a). The number of raster cells in B of figure 3(b) is 30. 
There are 5 cells in B of figure 3(b) moving from N to NE, 
comparing to B of figure 3(a). Furthermore, there are 13 cells 
exist in B of figure 3(b), but don’t exist in B of figure 3(a), the 
moving distance is 4. The spatial directional similarity value of 
B from figure 3 (b) to figure 3 (a) is Sim2( a ,b) 
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Finally, we set a threshold K. If the two similarity values are 
both bigger than K, we think that the object B in figure 3(a) and 
figure 3(b) are the same object. It is one to one match. 

 
3.3 Matching Tactics for Complex Instances 

The above-mentioned method can realize one-to-one match, but 
cannot solve matching problems of one-to-many, many-to-one, 
especially many-to-many. In order to solve complex matching 
question, we adopt some matching tactics. The main thought is 
the following: 
There are two different data sets, A and B. The area objects in 
dataset A are {a1,a2,…,ai,…,am}, and area objects in data B are 
{b1,b2,…,bj,…,bn}. The objects numbers of the two datasets may 
be not equal, that is to say, m may be not equal to n. The aim for 
match is to find out homonym entities which exist in different 
data sets. 

 
3.3.1  One-to-one Matching Tactic 

There are entities:  
ai A, i=1,2,…m;   ∈
bj B, j =1,2,…,n;  ∈
A and B are two data sets.  
If: Sim(ai,bj)≥K, and Sim(bj,ai) ≥k; 
K is the threshold, and 0<K<1.  

We can draw a conclusion: the object bj in data set B is the 
homonym to ai; meanwhile ai in data set A is the homonym to bj. 
So, ai and bj are homonym entities, and the matching relation is 
one-to-one matching. The chart is shown in the Figure 4. 
 

 
 
 

Figure 4.  One-to-one matching 
 

3.3.2 Many-to-one Matching Tactic 
There are entities ai,at,bj,: 
 ai∈A , i=1,2,…m; 
 at∈A; t=1,2,…m; 
i≠t; 
 bj B, j =1,2,…,n;  ∈
A and B are two data sets.  
If: Sim(ai ,bj) ≥K and Sim(at ,bj) ≥K;  
K is the threshold, and 0<K<1. 
We can draw a conclusion: the entity ai and at are match 

to the entity bj. So, the aggregation of { ai , at }are match to 
entity bj . The match relation is many-to-one. The chart is 
shown in the Figure 5. 

 

 
 

 
Figure 5.  Many-to-one matching 

 
 

3.3.3 Many-to-many Matching Tactic 
There are entities ai ,at ,bj , bk ,br;  
 ai∈A , i=1,2,…m;  
at∈A, t=1,2,…m; 
i≠t;  
bj ∈B, j =1,2,…,n; 
bk ∈B, k =1,2,…,n; 
br ∈B, r =1,2,…,n; 
 j≠k≠r; 
A and B are two data sets.  
If: Sim(ai ,bj) ≥K, and Sim(ai ,bk) ≥K, 

 and Sim(at ,bk) ≥K, and Sim(at ,br) ≥K; 
K is the threshold, and 0<K<1. 
We can draw a conclusion:  
ai is match to {bj , bk },and at is match to { bk ,br }. 
So, the aggregation of {ai ,at }are match to {bj , bk ,br }. 

The match relation is many-to-many. The chart is shown in the 
Figure 6. 

 

 
 
 

Figure 6.  Many-to-many matching 
 

4. DATA MATCHING PROCESS DESCRIPTION 

If there are different data sets, we can adopt above algorithm 
and tactics to realize homonym entities matching. The matching 
process is shown in the Figure 7: 
 
4.1 Vector Data Rasterization 

In order to make use of above algorithm to realize data 
matching, we must change the data format from vector to raster. 
 
4.2 Ascertain the Reference Object 

In certain area, we should choose an appropriate object as 
reference object. 

 
4.3 Similarity Value Calculation 

We adopt above similarity value algorithm, calculate the 
similarity values of objects which are around the reference 
object.  

 
4.4 Preliminary matching 

According to experiment, we fix a range for threshold value. If 
the similarity values of some objects are within the scope of 
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threshold, we can get a preliminary conclusion: these objects are 
probably homonym entities. 
 
4.5 Matching Tactics  

Based on the matching algorithms, the tactics can accomplish 
many-to-one, many-to-many matching. 
 

 
 

Figure 7. Matching Process 
 
 

5.  CONCLUSION 

In the end, we take test and analysis for area vector objects data 
matching with building property area data and town planning 
area data at the scale of 1:500. The building property data is 
shown in the figure 8 and town planning data is shown in figure 
9.  
We take the spatial directional relation matrix algorithm, and 
adopt two-steps matching tactics. Firstly, we set up a big 
threshold to accomplish one-to-one matching. Secondly, we 
reduce the threshold to match the rest objects, realizing 
many-to-one, many-to-many matching. 
Based on the test, we get some experimental data and make two 
tables. From table 1, we can see, when the thresholds are big, 
from 0.6 to 0.9, the accuracy of one-to-one match is from 53% 
to 85%. When the threshold is 0.8, the accuracy is the highest. 
From table 2, we also can see that when we reduce the threshold, 
the accuracy of many-to-one, many-to-many matching are 
increased. When the threshold is 0.3, the accuracy of 
many-to-one, many-to-many matching is highest. 

 

Vector data 2 Vector data 1 

Rasterization Rasterization 

 
Figure 8.  Building property Data 

 
Ascertain the Reference Object  

 

Similarity Value Calculation

Preliminary matching 

Matching Tactics 

Matching result 
 

 
Figure 9. Town planning data 

 
Threshold To be 

matching 
number 

Correct 
matching 
number 

Accuracy 
(%) 

0.6 72 38 53 
0.7 72 58 81 
0.8 72 61 85 
0.9 72 51 71 

 
Table 1   Big threshold match (one-to-one match)  

 
Threshold To be 

matching 
number 

Correct 
matching 
number 

Accuracy 
(%) 

0.3 14 11 78 
0.4 14 9 64 
0.5 14 7 50 
0.6 14 3 21 

     
Table 2 Small Threshold Matching (many-to-many match)  
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Based on the test figures, we can draw a conclusion. The 
matching efficiency is not only lies on algorithm, but also 
depends on tactics. Proper tactics can help us accomplish more 
complex task. 
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