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ABSTRACT:

The automatic interpretation of aerial and satellite imagery is one of the main research tasks in photogrammetry and
related disciplines. The primary goal is the automatic extraction of visible, spatial, topographic objects from imagery.
The extracted objects are one possible input for updating or creating geographic data bases. In order to simplify the task,
automatic image interpretation was subdivided into more specialised problems like the extraction of buildings or roads
and natural objects like vegetation or water. A lot of very promising approaches were presented in the past, but at the
same time the interpretation of the whole scene was not tackled in depth. In this paper we discuss different aspects of
this issue and provide a frame for scene interpretation which is based on a GIS data model. Results of the proposed
approach dealing with roads and trees and their interrelations are presented.

1 INTRODUCTION

Image understanding in the field of topographic mapping is a main research task in photogrammetry and computer
vision, see (GÜLCH & MAYER, 1999; EBNER et al., 1999; FÖRSTNER et al., 1999) for an overview. Most of the
approaches were designed for the extraction of one object class only, e.g. roads, houses, or vegetation. These individual
subtasks can be carried out successfully as long as it is ensured that the image actually contains objects of the respective
class which are well separated from other - not modelled - objects. However, the separation into subtasks leads to
restrictions in more complex imagery, in which different object classes appear close to and disturb each other. In order
to – partly – overcome these restrictions, two approaches – for the extraction of roads and vegetation, respectively –
were integrated into one model.

The key idea of this work is that a landscape can be subdivided into a few abstract superclasses. Assuming that the
observed part of the landscape is large enough to include instances of all these superclasses, a strategy for their
determination is proposed. A specific object extraction algorithm can then be applied within those superclass areas, in
which they are known to work successfully, and local context can support the extraction of different objects. The
described approach can be applied to capturing and updating GIS data bases for topographic mapping.

In the following we begin with a short description of the used data sources. Afterwards, the general strategy is explained
by means of the used models for the extraction of roads and trees as well as their integration into one common model.
Subsequently, first results of the combined approach are presented.

2 DATA SOURCES, DATA MODEL, AND APPLICATION BACKGROUND

In the following we propose a frame for the automatic interpretation of multispectral aerial or satellite imagery with a
ground sampling distance (GSD) of about 1[m]. The images, which were used in this study, have been acquired in
summer 1997 using the DPA sensor (Digital Photogrammetric Assembly, see FRITSCH, 1997 for details). They have a
GSD of approximately 0.8[m]. Reduced resolution images were computed in morphological and linear scale space with
1.5[m] and 12[m] GSD, respectively. The DPA camera operates in four spectral bands. Three bands (red, green, blue)
are in the visible range of the spectrum and the fourth one lies in the near infrared. Other imagery, e.g. from satellite
based sensors with similar characteristics, like IKONOS (SPACE IMAGING, 2000), in combination with image
merging algorithms (e.g. SCHIEWE, 1999; WALD et al., 1997) could be used as well.
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The hierarchical structure of the data model of the German Authoritative Topographic-Cartographic Information
System (ATKIS) was used as basis for our data model. The landscape is subdivided into different object classes which
are represented in different aggregation levels. Both, object classes and aggregation levels, are similar to the ones
defined in ATKIS.

The size of the investigated scene is about 35[km²]. It is thus large enough to contain one or more villages, forest, and
agricultural areas as well as parts of the road network. The variety of topographic objects is a prerequisite for our
approach, which in Germany and in Central Europe is often fulfilled within a few square kilometres. The detailed
interpretation of settlement areas including a reconstruction of buildings, roads, and trees is out of the scope of this
paper. Nevertheless, these tasks can be integrated into the strategy, but then, inside of settlement areas, a higher image
resolution of up to 0.1[m] and preferably also height data are necessary.

3 REDUCTION OF COMPLEXITY
– A POSSIBLE FRAME FOR AUTOMATIC IMAGE INTERPRETATION

In this chapter, the relation between the information content of imagery in fine and coarse scale and aggregation levels
in a GIS data model are discussed. In general the interpretation of images is based on a model of the real world, the
model for object extraction. Following the proposal of (SUETENS et al., 1992, also used in MAYER, 1998 and
MAYER, 1999) the methods of image analysis can be mapped into a two-dimensional solution space (see figure 1), one
axis describes the suitability for complex models and the other axis the suitability for complex data. As can be seen,
methods for processing either simple images or simple models are available. However, complex models in conjunction
with complex image data cannot be handled appropriately with existing methods, indicated by “?” in figure 1. Thus a
reduction in complexity is necessary. Since the model complexity is usually dictated by the application, only the image
complexity can be manipulated. It can be reduced by means of scale space transformation and by global context
knowledge, i.e. by restricting the image area to be processed.

We argue that in order to solve a problem with complex models and complex images, the following strategy is feasible:

(i) Reduce the image complexity using a scale space transformation and simultaneously reduce the model
complexity for processing the coarse-resolution imagery. For example, a simple model is that of multispectral
classification.

(ii) Reduce the image complexity using global context knowledge in the form of the results of (i) to the images of
higher resolution. Within a global context area the complex model needed to solve the given task can be
applied more successfully than in the complete image.

Suitability for
 Complex Image Data

Suitability for Complex Models

Assignment of Models
to Greyvalues

Assignment of Grey
Values to Symbolic

Features

Assignment of Models
to Symbolic Features

?

GIS
Data Model

Model
 for Object
Extraction

Figure 1: Solution Space of different Methods for Image Analysis Figure 2: Intersection of Models

The global context defines the frame for the extraction of individual objects, and makes the automatic interpretation of
higher resolution imagery more feasible (see also RAPP, 1995). An example for an early implementation of this
strategy is the multi scale road extraction approach of (BAUMGARTNER et al., 1997). Road extraction is only
performed in those global context areas, where it is known to work reliably. The further analysis then depends on local
context, i.e. relations between objects.

The GIS data model for the objects is in many ways similar to the model for object extraction, which is not surprising
because both models describe the same objects. For the automatic interpretation, the GIS model has to be enhanced with
the aim to relate the description of the real world with the imagery. On the other hand the GIS data model contains
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aspects which are not visible in the image (see figure. 2). The use of the extracted objects as input or update information
for GIS data bases becomes much easier if the intersection between these two models is made as large as possible and
well defined. To achieve these goals we have defined four superclasses which all lie in the intersection of both models:
settlement, water, forest and open landscape (HEIPKE & STRAUB, 1999b). In many GIS data models, quite similar
classes can be found as the highest level of abstraction in a hierarchical structured data model. Therefore they can be
used both in the GIS domain and in the domain of object extraction. These superclasses can be used as global context
knowledge about the observed subset of the real world. The global context knowledge can be obtained either from
external sources such as existing GIS data or from imagery at a reduced GSD, which leads to an abstraction of the
image content (LINDEBERG, 1994; LINDEBERG, 1996). In order to be independent of existing GIS data bases we
propose an approach based on the imagery alone, using an enhanced multispectral classification, see chapter 4 for
details. The reason for having chosen this approach is that the existing GIS data may be outdated and might disturb the
interpretation.

In this paper we enhance the strategy of (BAUMGARTNER et al., 1997) by means of explicit modelling of local
context knowledge which is given by trees occluding a road. In order to be able to use this knowledge, trees are
automatically extracted, again using global context. These explanations lead to the following strategy for the
interpretation of images (see figure. 3). After a first reduction of the image data complexity by means of a scale space
transformation the global context is extracted. According to the global context the image domain is reduced in the fine
scale, which also leads to a reduction of the image data complexity. Within each global context class the extraction of
objects in the fine scale is performed. With reference to figure 1 this strategy means that the individual approaches
should work as near as possible to the origin of the co-ordinate system, given a fixed complexity of the model.

Figure 3: Strategy for the interpretation based on global and local context in different scales

4 GLOBAL CONTEXT – EXTRACTION AND APPLICATION

Global context is described by a simple model in the form of a semantic network, which contains the four superclasses
settlement, water, forest, and open landscape (see Figure. 4). This is in contrast to the relatively complex content of high
resolution images. To overcome this contradiction, a transformation in morphological scale space is applied to simplify
the image content. The scale space transformation can be looked upon as an abstraction of the image content, e.g. single
buildings in settlement areas are aggregated to a homogeneous region (STRAUB & HEIPKE, 1999b). The
morphological scale space is related to the size of the objects, therefore, it is relatively independent of sensor
characteristics and the actual lighting conditions of the scene. In the following the reduced image resolution of 12[m] in
morphological scale space is used.

4.1 Extraction of the Global Context Knowledge

Global context knowledge is extracted by an enhanced multispectral classification. The training areas for the
multispectral classification are derived automatically as follows. Based on the Normalised Difference Vegetation Index
and the local variance settlement and water areas were differentiated (see also, KUNZ & VÖGTLE, 1999). The
remaining areas are subdivided into three classes by means of a cluster analysis (ISODATA, see RICHARDS & JIA,
1999), the darkest region contains forest regions and the two lighter regions contain the open landscape. Next, the
largest regions in each class were selected and used as training areas for a multispectral classification. Subsequently
geometric constraints were applied based on the object description in the GIS data model. The GIS data model defines
explicitly the minimum size of the objects and implicitly the compactness, these constraints were used to refine the
results of the multispectral classification. The instances of the object classes settlement and forest, initially stemming
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from the multispectral classification, were selected by means of these geometric constraints. All rejected areas, i.e.
roads in open landscape which posses spectral characteristics similar to settlement; and trees and bushes which have
been classified as forest, were looked upon as open landscape. In the coarse scale we assume that they are used for
agricultural purposes.

4.2 Application of Global Context Knowledge

As described in chapter 3 the global context knowledge is used to reduce the complexity of the image content. The
applied road extraction algorithm (WIEDEMANN, 1999) is known to work reliably only in the open landscape. In
forests, roads are often not visible due to occlusions by trees. In settlement areas on the one hand, other objects like
houses or drive ways have a similar appearance as roads. On the other hand, the appearance of roads is disturbed by
many shadows, cast by high objects like trees or houses as well as by occlusions caused by these objects or by cars.
Therefore, the reduction of the search space for the extraction of roads to the open landscape only, ensures a more
correct extraction result. Referring to figure 1 the complexity of the image data is reduced in order to establish
convenient conditions for the road extraction.

We select trees as the vegetation object in this study, the reasons for this selection were: (1) in the context open
landscape there is an obvious relation between roads and trees, namely “trees may occlude roads” (2) we can
demonstrate a further application of global context knowledge, “the colour of trees is given by the colour of forest” and
(3) the ATKIS feature class catalogue defines an object Row of Trees.

The relation “tree may occlude roads” leads to the demand that trees and roads should be extracted in two independent
steps, connected only by the context open landscape. The knowledge of forest area from the global context extraction
gives us the possibility to approximate the spectral appearance of trees in the fine scale.
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Figure 4: Model of Global Context Classes

5 OBJECT MODELS AND THE APPLICATION OF LOCAL CONTEXT KNOWLEDGE

In this section the models and strategies for the extraction of roads and trees are described. The approach for the
extraction of roads is embedded into the global context and it is based on the function of the road network. The model
for the extraction of trees is based on the object description in the given GIS data model. The resulting objects Row of
Trees can be a specialisation of a road segment and/or a part of the open landscape.

5.1 Separate Extraction of Objects

The road is modelled as a line. It can have a higher or lower reflectance than the surroundings. Geometry is explicitly
introduced into the model of the road by the assumption that roads are composed of long, straight, and horizontal
segments. Roads are also described in terms of topology: the road segments form a network, in which all segments are
topologically linked to each other. The extraction strategy is derived from the model and is composed of different steps.
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After line extraction according to (STEGER, 1998) postprocessing of the lines is performed with three tasks in mind:
(1) increase the probability that lines either completely correspond to roads or to linear structures not being roads, (2)
fuse lines, (3) prepare lines for the generation of junctions. Then a weighted graph is constructed from the lines and the
gaps between them. The weights are derived from radiometric and geometric criteria. From the weighted graph the road
network is extracted by the selection of best paths between various pairs of points which are assumed to lie on the road
network with high probability (WIEDEMANN, 1999).

As described above the model for trees is taken from the object description in the GIS data model. In the feature class
catalogue we find the following constraints for the feature class 4201 Row of Tree. The data capture criteria for this
object according to ATKIS is: “A row of trees has to be captured if it is longer than 200[m] and lies near roads or is
formative for the landscape”. The maximum distance between two trees is not defined, we use the diameter of a single
tree. Single trees are not modelled in the ATKIS feature class catalogue, therefore we have to add a model of a generic
individual tree. A simple model is sufficient for our task, more detailed tree models were suggested in the literature, e.g.
a rule based approach for the delineation of crowns (GOUGEON, 1995) or the searching of local brightness maxima
(PINZ, 1989). Our single tree is a round blob with a diameter of about 10[m] and a characteristic colour. The extraction
of instances of the object “Row of Trees” in image space is executed as follows. First blobs with the specified size and
the spectral appearance of forest areas are searched for inside the open landscape region (see Part (i) in Figure 6). These
regions were dilated in order to span the distance between single trees (Part (ii) in figure 6). The resulting elongated tree
/ bush regions were selected according to of their length. This simple model led to satisfying results in our study.
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Figure 5: Model for the Extraction of the Road Network and Row of Trees

5.2 Combination of Objects by Applying Local Context

Figure 5 gives an overview of the models integrated into the global context classes and their interrelations based on
local context. A Row of Tree object may be either an instance of a road segment or it is a part of the open landscape, or
both. Possible cases for the decision, depending on local context, are: A row of trees was detected, and lies near and
parallel to a road segment. In this case no further refinement is necessary, both objects are valid. A Row of Trees was
detected and no road segment is nearby. In this case the decision depends on the percentage of sealed pixels in the
hatched region in part (iii) of figure 6. In our implementation every instance of a Row of Tree object is introduced as a
possible road segment into the weighted graph from which the road network is extracted.

A problem in the combined model is the implicit modelling of disturbances in the used approach for the extraction of
roads (BAUMGARTNER et al., 1997). Trees were modelled twice – as a disturbance and as a valid object. As a
consequence the roads were detected without the explicit knowledge of the trees, this kind of redundancy should be
avoided.

A subset of the processed imagery is shown in figure 9, figure 10 shows the results of the global context extraction
followed by road extraction without an explicit modelling of the trees. Forest is depicted in dark grey (green in the
electronic version of this paper), settlement in light grey (pink in the electronic version), open landscape in white, and
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grey lines represent the roads. In figure 11 the results of the combined approach are presented. One can see that the road
occluded by trees in the centre of figure 9 was extracted successfully.

4 R

4 R

(ii)

(iii)

(i)

Figure 6: Row of Trees – Parameters and Strategy Figure 7: A Row of Trees in
the image

Figure 8: Symbolic features,
Row of Trees, Open
Landscape and Forest

Figure 9: Subset of the processed
image, 2*2.5[km²] in size.

Figure 10: Global context areas and
extracted roads without explicit Row
of Trees modelling

Figure 11: Result of the combined
approach, additional roads are plotted
in black.

6 EVALUATION OF THE RESULTS

In this section the results of the different steps were compared with a reference interpretation. The reference
interpretation was executed by a human operator. The results of the approach were evaluated by means of two global
quality measures - completeness and correctness. The completeness is the percentage of the reference data (REF) which
is explained by the automatically extracted data, and the correctness represents the percentage of correctly extracted
objects (EXT). The input quantities for these measures, TP (True Positive), FP (False Positive), and FN (False
Negative) can be defined by means of entities as follows:

TP: All entities of one object class which are common in both data sets, REF and EXT.
FP: All entities of one object class which are members of the data set EXT but not included in REF.
FN: All entities of one object class which are members of the data set REF but not included in EXT.

It should be noted that the definition of these quantities depends on the different objects. In the case of areas, here the
instances of the global context classes, the number of pixels in each category was counted. In the case of roads the
comparison is carried out by matching both data sets, EXT and REF, using a so called “buffer method” (see
WIEDEMANN et al., 1998 for details).
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Settlement Areas 84% 78%
Forest Areas 70% 96%
Road Network (Main Road) 69% 94%
Table 1: Quality Measures

It should be noted that these global quality measures are not able to detect details like the refinement of the road
network by means of the extracted vegetation objects. Although the correctly extracted length of rows of trees was
about 7[km], the improvement of the road network was only 1%. The main reason for this small increase is that rows of
trees occur in different local context, e.g., with roads, creeks, or simply as a field border. Another reason is that in some
cases if the road is only partially occluded by trees, the road had already been extracted in the first place.

7 SUMMARY AND OUTLOOK

Our work deals with the automatic interpretation of aerial imagery for GIS update. The focus of the research is on road
and vegetation extraction and their mutual support. The paper is subdivided into three main parts. The first part
describes the strategy which is based on global and local context knowledge and the reduction of the complexity of the
image data. First it is reduced by means of scale space transformations for the extraction of global context knowledge.
Then the complexity is semantically reduced by means of the global context. In the second part of the paper the model
for the global context classes, their extraction from the coarse scale imagery, and the application of the global context
knowledge is described. We also explore the relations of the abstraction of the image content and a GIS data model. The
extraction of roads and trees and their mutual support in fine scale based on a common model is the topic of the third
section. It also includes an external evaluation of the obtained results.

The explicit representation of the global context knowledge can be looked upon as a frame for the interpretation of a
whole scene. The necessary global context for the extraction of objects not treated in our work is also given, e.g. the
context settlement for building extraction. By means of the example Row of Trees, which originates from the used
feature class catalogue we show a relatively direct conversion from a GIS data model into a model for object extraction
and the application of this model. The strong link between the two models can be looked upon as a way towards a more
explicit description of how maps are made (*).

Further work has to be done in the refinement of the tree model in order to improve the completeness. Another point is
the integration of a topographic object which looks quite similar to a road with neighbouring trees – watercourses. In
the actual implementation they were not considered in detail, but they should be introduced into the model because they
are valid topographic objects.
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