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ABSTRACT: 
 
Tremendous amount of spatial data reside in operational or legacy data stores of public and private institutions. These databases 
contain topographic maps, aerial photos, satellite images, medical data, laser/lidar scanner data, video images among others. In 
addition to spatially referenced data, there are links from spatial objects to non-spatial data such as census, economic, security, and 
statistical information. It is costly and often unrealistic for users to examine spatial data in detail and search for meaningful patterns 
or relationships among huge amount of data. Spatial data mining (SDM) aims to automate such a knowledge discovery process in 
large databases along with visual exploration techniques.Visual exploration allows user to interact with huge spatial datasets to 
recognize spatial distributions and relationships and to extract meaningful information by facilitating visualization of spatial patterns 
and processes, and other cognitive skills such as visual thinking, visual comparison. This paper introduces visual exploration 
methods complementing spatial data mining methods, visual representations of knowledge exploration on historical ship accident 
data at Istanbul Strait, crime data in Ankara and earth quake data of Turkey. These methods are used to visualize and explore spatio-
temporal data, to support visual thinking and knowledge exploration, to reveal unknown relationships.  
 
 

1. INTRODUCTION 

Web publishing, democratization and localization of 
information by disseminating via internet increased interest of 
institutions, companies and individuals towards geo-spatial 
information mapping, visualization and analysis. In addition to 
the geo-spatial visualization, content visualization, data mining, 
and knowledge discovery of non-spatial data are depicted as 
map metaphors to increase visual thinking and cognition.  
 
Legacy or operational spatial databases or non-spatial 
(geographic) databases, which are also somehow linked to a 
spatial database comprising census, economic, statistics, 
intelligence are subject to analysis for decision and policy 
making. Spatial databases reside terabytes of spatial data that 
may be obtained from topographic maps, aerial photos, satellite 
images, medical equipments, laser/lidar scanners, video 
cameras among others in public and private organizations.  
 
Data on its own has no value. Without simple visual ways to 
integrate, display and analyze, it is possible to end up with 
massive amounts of data but no information. However, it is 
costly and often unrealistic for users to examine spatial data in 
detail and search for meaningful patterns or relationships 
among data. Spatial data mining (SDM) aims to automate such 
a knowledge discovery process in large databases along with 
visual exploration techniques for correct communication. 
 
Due to limitation of human cognition and complexity of tasks, 
filtering un-important information and focusing on relevant 
information is basic power of spatial visualization. In order to  
 

allow the human interactively get insight into the data, the 
techniques such as thematic mapping, multi-variate 
visualization, brushing, attribute linking and non-spatial visual 
exploration methods are employed to recognize patterns, to 
reveal relationships between data attributes, to identify global 
structures and finally draw instant conclusions directly from 
spatial data.  
 
Visual data mining consists of a series of visualization and 
visual exploration methods, connected in a sequence to present 
the data in some visual form for strengthening visual thinking 
and knowledge exploration 
 
In this study, visualization techniques are introduced within 
context of spatial thinking, visual exploration and visual data 
mining as an independent part and as a visualization tool of 
SDM. Then, an application is implemented on historical data of 
oil transportation and ship accidents at Istanbul Bogazi 
(Istanbul Strait) to discover spatial patterns among the data and 
its environment.  
 
The second chapter gives basic concepts on SDM, visual 
exploration and GIS as a data mining and visualization tool. 
Chapter three comprises application, experiences and results. 
The last chapter discusses the final ideas and conclusions. 
 
 

2. VISUAL EXPLORATION AND KNOWLEDGE 
DISCOVERY 

Determining patterns, behaviours, trends, occupation and 
successive position of a phenomenon in the field based on their 
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distribution, association among each other and their interaction 
with the environment are the basic issues of spatial knowledge 
exploration. Conventional approaches may not be effective and 
efficient for handling such a complex task which requires 
integration of heterogeneous data, modelling, analyzing, 
visualization and human perception and judgment.  
 
Visual exploration as a non-separable part of spatial knowledge 
discovery techniques are methods to model, visualize and 
explore spatio-temporal data to support visual thinking to reveal 
unknown relationships.  
 
Geo-spatial visualization by means of cartographic techniques 
transforms raw geographic data into visual representations that 
are both attractive and useful. The geo-spatial sciences, like 
geography, cartography, and surveying have developed 
numerous methods and techniques to capture, process and 
visualize geographic information. However, research and 
application in information visualization rarely makes reference 
to geographic or cartographic research. The visualization should 
not necessarily be like a map but mapping metaphor is seriously 
used in information visualization based.  
 
Recent progress in scientific and engineering applications has 
accumulated huge volumes of high-dimensional data, stream 
data, unstructured and semi-structured data, and spatial and 
temporal data. This complexity may require multi-level spatio-
temporal data mining and visualization. Usually, techniques for 
exploring spatio-temporal knowledge are put in a range from 
visualization to data mining which may be classified as follows; 

• Spatio-temporal visualization 
• Spatio-temporal analysis and exploratory visualization 
• Spatio-temporal data mining 

 
2.1 Spatial Thinking and Mental Model of Reality  

Human usually construct a mental model of reality, which is an 
abstract form of simplified versions of real systems. Spatial 
information enables a better grasp of spatial problems due to 
better visualization.  
 
With visual exploration techniques, the result is obtained faster 
and with a higher degree of confidence, because the exploration 
is intuitive and doesn’t require understanding of complex 
mathematical algorithms. It is effective when little is known 
about the data and when the exploration tasks are vague. The 
user only know how to react rather than knowing techniques 
behind the tool by developing new measures and models. 
Visual exploration techniques may include uncertainty in data 
and vagueness of tasks. 
 
Visualizing spatio-temporal data in new ways and presentation 
of alternative perspectives may stimulate exploration of new 
hypotheses for spatio-temporal data mining. The greatest 
contribution of visualization to the process of scientific thinking 
is liberating the brain from the fundamental activity of 
information retrieval and manipulation required to produce an 
image, thereby allowing the brain to devote its time and energy 
to higher levels of analysis and synthesis (Friedhoff and Benzon 
1989, McCormick et al. 1987). 
 
2.2 Spatial Data Visualization  

Cartography –visualization of geo-spatial data- does not involve 
only knowledge representation, but also involve knowledge 
abstraction which is based on a model for visual exploration. 

Visual knowledge abstraction requires further visualization 
techniques in compliant with spatial analysis, modelling and 
knowledge discovery (Zucker et.al. 2000).  
 
Spatial data visualization methods and spatial data analysis 
techniques are employed to explore spatial data. Techniques, 
which have no visual view are not so helpful to identify spatial 
patterns (Fotheringgham et.al. 2000). Boxplots, histograms, 
parallel coordinate plots, projection pursuit, univariate/bi-
variate scatter plots and leaf plots are graphical views of spatial 
data which are not depicted in map format in 2D or 3D.  
 
Cartographic visualization is the most effective way of 
communicating information about the location and spatial 
characteristics of the natural world and of society. Choropleth 
maps and cartograms are spatial representation in 2D and 3D. 
Choropleth map is visualization of area –lattice or enumeration- 
data regarding an attribute in gradual colours. Resizing the area 
proportional to an attribute is depicted as cartograms. Linked 
plots are interaction tools to link and visualize different views 
of spatial data.  Slicing helps the user to understand the patter 
while one or two of spatial/temporal/attribute is fixed. The 
result may be a static or dynamic (spatial/temporal animation) 
map. There are various software packages –stand alone or 
available on the internet- that particularly make use of geo-
spatial visualization techniques for non-geographic information 
such as SPIRE (Spatial Paradigm for Information Retrieval and 
Exploration) and Viscovery SOMine. 
 
Visualization techniques concerning time variation, 3-D and 
interactive navigation are essential parts of visual exploration to 
support perception. Including dimensionality such as spatial, 
temporal, symbolic/attribute into visualization extends the 
ability of representation to incorporate capabilities like dynamic 
visualization and animation in addition to 2D, 3D traditional 
visualization techniques. 
 
Visualizing large datasets as 3D and dynamic spatial animation 
is particularly a challenging task because of computational and 
representational difficulties (Friedhoff et.al 1989). 
Computational site is handled by computer graphics based on 
powerful open standards such as openGL. Although, todays 
GIS software enable efficient and effective 3D and animation 
tools, there is still difficulty viewing information. Several 
visualization methods such as windowing, fish-eye views, link 
inheritance, tree condensing, and link typing are employed in 
hyper media visualization. 
 
2.3 Considerations in Visual Exploration and Information 
Processing  

Exploratory visualization comprises visualization and visual 
data mining techniques. Cartographic visualization allows user 
to interact with huge spatial datasets to recognize spatial 
distributions and, relationships and extract meaningful 
information by facilitating comparison, conceptualizing spatial 
patterns and processes, and other cognitive skills by making use 
of the visualization enabled systems.  
 
The difficulty of visualizing high information spaces on two 
dimensional displays severely prevents perception of richness 
of data and complexity increases as data and its dimension 
grows. There are several issues to be considered in spatial 
visualization and visual exploration. Some of them are 
dimension reduction, sampling size, scale, similarity measures, 
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data transformation, dimension reduction, distance and 
generalization.  
 
Dimension Reduction: 
When data has more than 3D, visualization prohibits visual 
mining. There cartographic techniques such as generalization, 
aggregation, summarization procedures should be used to 
simplify data.  
 
Sampling Unit and Scale (Level of Detail): 
Sampling of geographic space and granularity of information 
space subject to spatial analysis exhibits certain scale-
dependent structural characteristics. Thus the scale dependency 
of geographic data appears relevant both analysis and 
visualization point of view to preserve geographic reality. Level 
of detail (in broad sense resolution and granularity and scale) is 
one of the main issues to be determined for both analysis and 
visualization in ESDA. Moreover, both spatial and radiometric 
resolution stand out main issues of digital data processing in 
remotely sensed raster imagery. 
 
Similarity: 
Selecting the similarity model is a basic problem for spatial data 
analysis such as auto-correlation, clustering, classifying, outlier 
detection while abstraction and simplification are based on 
visual similarity. For instance, when classification is done by 
means of a fuzzy similarity measure, the degree of membership 
(uncertainity) can be employed into the visualization by adding 
further cartographic visual variables such as value and 
saturation to depict the original results of analysis 
 
Data Transformation and Dimension Reduction 
(Projection): 
When dealing with the visualization of high-dimensional 
information spaces it is difficult to make a choice among the 
different methods and their consequences. Phenomenon defined 
in high-dimensional information space is not directly accessible 
to human cognition. Although aim of dimension reduction is 
not only visualization, while visualizing multi-dimensional data 
they have to be transformed into low dimensional spaces while 
preserving relationships among information space components. 
Multidimensional scaling (MDS), principal component analysis 
(PCA), and self-organizing maps (SOM) are the most 
commonly used methods for reducing dimension to produce 
meaningful results even for large data sets.  
 
For instance, losing a non-dominant dimension might cause loss 
of hot-spots. Awareness of these differences should influence 
the choice of a particular visualization method as well as the 
interpretation of its results.  
 
Distance: 
Maps, as the primary visualization geo-saptial data, typically 
attempt to preserve distance relationships where geographic 
analysis is also fundamentally founded on the First Law of 
Geography: "Everything is related to everything else, but closer 
things are more closely related" in evaluating geographic reality 
(Tobler 1970).  The definition of "distance" might not be the 
same as well-defined geographic notion of distance. Modern 
geographic analysis utilizes a variety of functional distances 
such as travel time, Manhettan among others. Analogously, the 
choice of distance coefficients in information visualization is 
influenced by the goals of the representation as well as by the 
characteristics of the information space. 
 

Generalization: 
Despite the progress made in information visualization, there is 
still effort to increase limitations of graphic representation 
against scale, complexity and multi-dimensional nature of 
spatial data. In the field of cartography, tremendous expertise 
and knowledge is gained in dealing with complexities of 
representation of both model and graphic in a visual platform. 
The problem of graphic representation of the real world 
phenomena while resolving the conflict between number of 
features, size of visual signatures and available display media is 
an optimization problem. The conceptual and graphic meaning 
is preserved within context of geo-reality in spatial abstraction. 
If the process of abstraction and representation is scale-
dependent, it is collectively named as cartographic 
generalization in mapping society, indeed it is geo-spatial 
abstraction in multi-granular graphic representation. The geo-
spatial visualization and abstraction techniques experienced by 
cartography society for long time is relevant for visual spatial 
data exploration and visualization of consequences of spatial 
knowledge discovery process. For instance, classification and 
clustering in information processing is not different than 
aggregation and amalgamation in cartographic generalization 
respectively.  
 
2.4 Spatial Data Mining 

Various algorithms have been developed in disciplines such as 
statistics, machine learning, pattern recognition, database 
design, high performance computing, visualization and 
information theory to perform knowledge discovery (Kolatch 
2001, Li and Yeh 2004, Miller & Han 2001).  
 
Mathematical, analytical and statistical models are used for 
handling structured spatio-temporal tasks. However, ill-
structured problems are handled by either heuristic or expert 
systems. Visual information processing and visual methods are 
used to understand problems (tasks), validate results when 
solving non-routine and ill-structured problems. Moreover, 
visual representations are useful for better understanding new 
concepts, constructing complex mental models, putting 
information into a generalized context, preventing information 
overload. 
 
SDM is a demanding field since huge amounts of spatial data 
have been collected in various applications, ranging from 
remote sensing to GIS, cartography, environmental assessment 
and planning. SDM differs from non-spatial data mining 
because of the underlying spatial data where attributes of spatial 
objects are affected by attributes of spatial neighbours. In 
practice SDM comes down to a number of specific problem 
types and the techniques used to solve them (Clementini 
et.al.,2000, Han et.al. 2001-a, Han et.al. 2001-b). These are; 

• Spatial Association Rules 
• Classification  
• Clustering  
• Outlier detection  
 

2.5 GIS: A Generic Spatial Data Handling Tool 

GIS technology enables the user to visualize spatial data in the 
form of interactive maps, 3D models, dynamic visualization 
(animation), and multimedia. With its data collection, 
modelling, representation, management, integration, analytical 
and visualization potential for heterogeneous data (raster, vector, 
semi-structured, unstructured, stream data), GIS technology has 
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proven itself providing support where spatial knowledge is 
needed (Longley et.al. 2003).  
 
SDM whose objective is to discover interesting patterns in large 
spatial databases can be applied by using GIS tools. GIS 
software provides metric and topologic analysis functionality as 
a base to build tools for knowledge extraction, information 
discovery and decision making.  
 
 

3. VISUAL SUPPORT FOR SPATIAL KNOWLEDGE 
EXPLORATION  

Visual human interpretation is usually needed to create 
meaningful information after spatial analysis. Human ability of 
perception enables to analyze complex patterns instantly, 
recognize important patterns and make decision much more 
effectively (Foley 2000). Exploratory visualization comprises 
visualization of spatial data, consequences of SDM and visual 
data mining techniques. A series of visual data mining methods 
are connected to present the data in some visual form, to allow 
the human interactively get insight into the data by using 
visualization methods, to recognize patterns, to reveal 
relationships between data attributes, to identify global 
structures and finally draw instant conclusions directly from 
spatial data (Torun & Duzgun 2006). 
 
3.1 Data:  

Historical Data of Ship Accidents at Istanbul Bogazi 
(Istanbul Strait) 
The Turkish Strait System includes the Straits of Istanbul, 
Çanakkale and the Marmara Sea, connecting the Black Sea and 
the Mediterranean Sea. The data about accidents has been 
collected since 1950’s. More than 50.000 vessels, in average, 
annually use the Turkish Straits and this number has been 
increasing steadily. That means 15 passages out of 150 per day 
are tankers, half of which are 5% of which were tankers longer 
200 m (one passage at every 10 minutes).  
 
Accidents of shipping in the straits are examined under four 
categories: collision, grounding, fire and standing. When an 
accidents occurs accumulation of particles in the air and 
explosion during fire and heavy oil contamination formed on 
the surface of the sea and on the shores of Marmara Sea and the 
Istanbul Strait cause high risk of catastrophic disasters.  
 
Legacy Crime Data In Ankara 
The data of Ankara Police Directorate comprises type of crime 
incidents such as murder, burglary, auto, pickpocket and usurp 
with their address, location and time information occured in 
2003.  
 
Temporal Earthquake Data of Turkey 
Istanbul, a mega-city is probably the most severe seismic hot 
spot world-wide with an estimated 0.41 probability of a severe 
earthquake, and possible tsunami, occurring over the next thirty 
years (Linnerooth-Bayer 2005, Erdik 2002). The earthquake 
data contains location of event, its magnitude and depth since 
1900. 
 
3.2 Visualizing Explored Spatio-Temporal Knowledge 

Cartographic visualization allows user to interact with huge 
spatial datasets to recognize spatial distributions and, 
relationships and extract meaningful information by facilitating 

comparison, conceptualizing spatial patterns and processes, and 
other cognitive skills by making use of the visualization 
enabled system. 
Visualization tools of GIS technology are used to model real 
world having different characteristics in the form of interactive, 
static and dynamic maps in 2D and 3D and at different levels of 
visual thinking (communication, synthesis, analysis and 
exploration). Human perception can be trained regarding 
different cartographic maps to develop a mental model of real 
world phenomena. Use of photo-realistic cartographic models 
and dynamic visualization might increase human perception to 
decrease the gap between real world and mental map 
(Fotheringgham et.al. 2000).  
 
Several GIS systems have the capability of creating three 
dimensional perspective images using height or any other 
quantitative property of geographic features. This is used for 
illustration and visual exploration which may support cognition 
to design further analytical technics. To overcome other 
visualization problems such as bending and shadowing may be 
resolved by displaying from several different viewpoints. 
 
Multi-dimensional characteristics of spatio-temporal data forces 
multi-variate and 3D visualization with combination of several 
techniques which support the main thema of the map. For 
instance, earthquakes having magnitude greater than 5 are 
visualized as proportional point symbol in third dimension on 
top of a reference map with fault zones (Figure 1). The map 
supports mental model about the location of devastating  
 
earthquakes along with fault zones and particularly the one 
parallel to northern shore of Turkey. 

Figure 1: Location of earthquakes (Magnitude > 
5), third dimension depicts time 
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Figure 2 depicts crime data on a landuse choropleth map. The 
crime type is represented with respect to association-selective 
perception property (hue). Color is one of the most effective 
tools to convey meaning in graphic representations. Time is 
shown in third dimension. Occurrence of a crime type with 
respect to land use and event time can be visualized in a single 
map which provides interaction, link plots and animation. 
 
3.3 Knowledge Discovery by Using SDM Techniques and 
Their Visual Exploration 

The increasing volume and diversity of digital geographic data 
easily overwhelm traditional spatial analysis techniques that 
handle only limited and homogeneous data sets with high-
computational burden. The spatial data analysis and mining 
techniques can be grouped as generic, data specific, domain 
specific. The generic techniques have a statistical or strong  

 
Figure 3: (left)Local Moran’s I on Kernel classification; 

(right),  Getis-Ord G statistic on Kernel classification

 
theoretical base. The data specific ones are usually regarding 
computational efficiency. The domain specific methods are 
mainly applied by a particular field. 
 
Hot Spots (Getis-Ord): The G-statistic is often used to 
identify whether hot spots or cold spots exist based on so-called 
distance statistics. Hot spots can be detected by visualizing the 
distribution in format of choropleth or isarithmic maps (Baily 
et.al 1996, Shekhar et.al. 2003, Haining 2005, Getis & Ord 
1996).  

Local Autocorrelation (Anselin’s Local Moran I) : 
Moran’s I is a measure of global spatial autocorrelation. Global 
or local autocorrelation reveal feature similarity based location 
and attribute values to explore the pattern whether it is clustered, 
dispersed, or random (Longley et.al. 2003, Haining 2005).  

In Figure 3, the accidents having autocorrelation with respect to 
location and overall accident index are depicted with darker 
colours indicating clustering. Clustering occurs at sharp turning 
points. The visualization is based on a multi-variant choropleth 
map where hot and cold spots are represented with red/green 
color contrast.   

 

Figure 2: Crime locations, their types on top of landuse 
in Ankara 

Density (Kernel) : Kernel density estimation is a 
nonparametric unsupervised learning procedure (classifier). 
Kernel is bivarate probability density function which is 
symmetric around the origin (Hastie et.al. 2001). The kernel 
analysis designates hot spots and distribution density of 
accidents respectively in Figure 3. Selecting kernel width 
causes a natural bias-variance trade-off as a change on width of 
the average window. The Kernel surface can be represented as 
any type of isarithm maps. Selection of Kernel width –level of 
detail- and its resultant distribution can be depicted either by 
means of animation which supports visual thinking and 
knowledge extraction on effect of spatial granularity.  

ISODATA (Iterative Self-Organizing Data Analysis 
Techniques) algorithm : As being a variety of k-means, the 
ISODATA clustering method uses the minimum feature 
distance to form clusters to identify statistical patterns in the 
data. It begins with either arbitrary cluster means or means of 
an existing signature set, and each time the clustering repeats, 
the means of these clusters are shifted. The resulting values of 
centers and their covariance matrix are used to do supervised 
classification. In this step any of classification methods such as 
decision trees (dendograms) or ML is used (Mather 2004, 
Jensen 1996). Factors (census, cost of roads and distance to 
service locations) are partitioned into 5 clusters (Figure 4). 

 

 
Figure 4: Multi-valued visualization: Vulnerability: 

Choropleth map; K-means clusters: Ellipses; Kernel density 
distribution: Raster Isopleth map; Acident 

location/severness: Colored dot map 
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 Figure 4, it is clearly perceived that global kernel 
ral behavior of ship accidents are 

een happened in night time 

 
 
Three 
spatial data analysis (L tatistic and 

 be a sign of extending trend of urban 
rea through northern part of the strait by means of visual 

valuation methods to measure impact of visualization on 
 tools to 

increase cognition are further study directions. Although it is 

ral properties which are are 
eing and having the same trend of behaviors such as being 

amossi,E. M. Bertolotto And E. Bertino(2006): A 
multigranular object-o  supporting spatio-
temporal granularity conversions, IJGIS Vol. 20, No. 5, May 

bject-oriented framework supporting spatio-
temporal granularity conversions, IJGIS Vol. 20, No. 5, May 

ster Analysis, Data-Mining, Multi-dimensional 
Visualization of Earthquakes over Space, Time and Feature 

ial Analysis: 
Modelling in a GIS Environment. GeoInformation International: 

io: an integrated suite of 
visualization and computational methods for exploration and 

 mining. In Proc. 1997 ACM-
SIGMOD Int’l Conf. on Management of Data(SIGMOD’97), 

ut A Support Threshold, ACM 2003 
SAC Melbourne, Florida, USA 

 
Figure 5: Trend of Spatio-Temporal Moving Average on

Kernel density distribution 

P
(spatial-temporal moving average) is the moving mean center of 
a subset of observations drawn from a total sample which is 
listed in time order. Spatio-temporal moving average is used to 
detect changes in behavior and trend of the phenomena in time 
(Anselin 1992, Levine 2002). The use of visual hierarchies to 
express multi-level classification is not restricted to such 
hierarchical classifications based on thematic taxonomy. For 
example, one could simultaneously display k-nearest neighbors 
clustering solutions for a varying number, k of clusters.  
 
The inherent hierarchy of the mapped features due to time is 
supported visually such as most recent trajectory are del
with saturated colors and at higher-level in visual hierarchy. 
 
Figure 5 depicts trajectory of moving spatio-temporal means 
and locations of ship accidents in a green-red color harmony
where red is the closest in time. Red represents severeness of 
the accidents. The 3D graph shows that ship accidents have a 
trend to localize at mid sharp-turning point.   
 
3.4 Evaluating Results 

In
classification and tempo
overlapping. The overlapping areas of vulnerability of people 
and frequent ship accident regions.  
 
When the data is depicted due to day/night time, it is perceived 
that the most severe accidents have b
and it is localized at the most crowded part of the town namely 
Besiktas and Beykoz.  
 
 

accident out of  by using  five locations are detected
ocal Moran’s I, Getis-Ord s

Kernel density) and clustering (k-means). These are sharp turns 
of the Strait. Two regions in south are hot spot where severe 
accidents are populated.  
 
The movement of spatio-temporal centroid of accident patterns 
from south to north might
a

cognition. Due to dense population and civic centers around 
Istanbul Strait, vulnerability of people and places increases. 
This might cause severe disasters treating people, town, 
commerce and cultural heritage lying around the Strait.  
 
 

4. CONCLUSIONS AND DISCUSSIONS 

E
knowledge discovery and effectiveness of visualization

not studied, the movement of spatio-temporal centroid from 
couth to north might be a sign of extending trend of urban area 
through northern part of the strait. Changing lengths of ships 
might be another affect which prevents sharp turns. Due to 
dense population and civic centers around Istanbul Strait, 
vulnerability of people and places increases. This might cause 
severe disasters treating people, town, commerce and cultural 
heritage lying around the Strait. 
 
A spatio-temporal cluster is an abstraction of moving clusters 
based on common spatio-tempo
b
close in space, time and properties. The next step will cover 
determining behavior of clusters/classes in time that has more 
than one spatial dimension. Coupling data mining software such 
as Weka and Clementine to spatial analysis and visualization 
tools in GIS is going to be handled to use intermediate or final 
results in across platforms.  
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