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Abstract:

It is easential to combine the low-level vision with the high-level vision in the stereo matching problem.

At the high-level vigion,
ture. The algorithm at this

the stereo matehing problem often attribute to the shape recognitlon of the fea-
level is robust but much more time is consumed. While at the low-level vision,

the stereo matching problem often attribute to the area-based correlation algorithm. The reliability of the

result at this level is not satiafied.

In thie paper, a neural network is employeed to overcome the shorieoming of the traditional methods. This

peswork conaists of feature detecting layer, pattern matehing layer, stereo fusion layer,

compound dielsion

layer. The output of the pettern mathcing layer is fed back to itself and the fusion layer is guided by the
pattern matching layer. The stereo mathing process is completed when the condition of the compound layer ls

satisfied.
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1. INTRODUCTION

Stereo vislon has o wide appiication sguch as In
roboties, automatic surveillance, remote senaing
medical imaging ete. The depth information in stereo
vision depends on the retinal disparity, which s the
difference between the location of the retinal image
points in the two eyes. The traditional method te
get the depth information from & peir of image s
that : area based correlation method and feature
based matehing method. Each method haa ita shertcom-
ing. Some researchers attempt to integrate the two
methods but have not got a full suceess yet.

More and more evidence reveals that astereo vialon is
s complex problem. Using a computer-generated stereo
rendom-dot stereogrem we can find that the forming
of stereco vislon does not depend on the recognition,
of say the understanding of the object in the image.
The correapondence is completed poimt by point in
the stereo fusion process. But it s very diffieult
to deseribe the fusion process in certain a mathema-
tieal formular. And it is unavoidable to fall In
focal minimal point when a matehing process is attr-
ibuted to @& optimum problem such as correlation
which is employeed to solve the problem of simllari-
ty between the two images. That is to say, it is net
pecessary to form the atereo fusion on the bamis of
the understanding of the objects in the image. While
on the other hand, we can find out the correaponding
points in this way : we view & certaln point in the
left image and then we can throw the lefi image away
,viewing the corresponding point in the right image,
and vice versa. Here we recognize the feature of the
point being viewed and there is no atereo fuslon
acted in the process.

The atereo vision, or say the sterco matching can be
realised elther at low-level viaion or high-level
vigion. At the low-level vision, the sterco matching
emphasise the parallism of the fuslon process. And
it is meaningfull only when the fusion condition is
patisfied. That is to say the fusion activate only
when the points being viewd is close enough in posi-
tlon to the ecandidste points. While at high-level
vision, sterco matching emphaslse the recognition of
the festure point, the shape, the edge atructure 1in
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the image. The festure representd the salient point
consist of the high-frequeney pars in the image. The
other pointa consists of low-frequency part is the
image. The stereo fusion 1s formed mainly by the low
frenquency part in the image and reatriected by the
shape, the structure of the imsge. According to the
physiology, the high frequency part performe the ri-
velry while the low frequency part perform fusien.
If the matching problem is realised by the combinat-
fon of atereo fusion with the festure recogaition,
it’s no doubt that the robustness of the algorithm
will be improved and the compuéational amount will
be reduced.

In this peper, we preseni a way to golve the ¢orres-
pondence problem by using the parallel mechaniam and
the computational power offered by the artifielal
neural networks. The neural networks conalst of four
layer : feature deteeting layer, pattern matching
layer, stereo fusion layer, the compound decision
layer. While the pattern matehing layer is working,
atereo fusion layer acts simultancously in each seg-
ment devided by the feature points. It act under the
guidance of the pattern matehing layer. The compound
decislon layer ensure the reliability of the result
and adjust the network to avoid it fall into a local
?:nlmnm point. The disgram of the neural network see
g L
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Fig. 1. The disgram of atereo
matehing neurel networks




2. PEATURE DETECTING LAYER

In the common fesiure detecting problem, we alwaye
extract out the edges of the image in binary. The
edges represent the discontinuties of the grey level
in the imsge. But we losa so many important informa-
tlon in it such as the contramt of the edges to ihe
background, the average value in a region with its
neighbour. The feature we extracted out here is mome-
what different from the convenilonal feature. The
feature of every interest point fs a group of six
values in sequence gueh as: exist odge or not, the
meas value with ite eight neighbour points, mesn
square finvarisnce with its eight neighbour points,
medlum velue with its elight peighboar polnia......
The purpose of this in to describs &he feature of
interest polats 1in every detall while not deseribe
it in o binery value only te represent whether there
i edge existed or net.

Here, we atiribute the feature deteciing prosess as
& recognition process compared with & group of stan-
dard templete. This feature detecting layer ls form-
ed by a BP network. The structure of the network is
shown in Flg. 3,

Fig. 3. Feature-detecting layer

The input node number : 9 Xx (k=0...8)

The hidden node number : 18 Y5 (=0..17)

The output node number : § Zi (i=0...8)

The caleulation is done in paralilel fin the same
layer but consequently from top to bottem betwesn
layers. The input of the network ig the grey value
in one 8x3 windew.

The output of the hidden layer is:

¥y = £ ¢ éomj *Ip- 05 ) V

jg‘)n Loy 17
The output of the outpus-layer is :

i = £4( ;20'331 ¢ Y5 - 8g¢ ) (8
where fi is & non-linear funetion

- 1
fi (ap) = Tr o (8)

The network is trained according o the Back Propeg-
ation algorithm The training step of the network ig
88 followed :

gbep 1 ¢
Initiste Wigj , Wagi, 915, 0gi rendomly with
small pon-sero value .
atep 2 :
Input the templete image Xy and the expected out-
put value Dy ( Dy is got From the standard output
from the templete image )
step 8 :
Shift the window along scanning line and ealculate
the output of the outpui-layer 2{.
atep 4 :
Adjuat the weighta and the threshold of the the
network accordling the followed rule.

The weights and thresholds of the second layer:
Waji(et) = Wajq(s) + mebygp v Yj
+oooe (Wayi(k) - Wygle-1) ) (4)
O3(t41) = 84(5) - n » Bgq » Cyy (8
where 84y = &1 » (1-8p » D1-8),
Cqi is constant, 1 =0...8 , § =0...17
The welghts and the thresholds of the first layes:
Wikj (841) = Wigjde) + a0 Byg) o Ky
toaoe (Wygj(d) - Wggle-1) 6
By (B+1) = 85 () - n o 04(8) » Cy it
where 815 =Yj » B Wyj
C1j is constant, j=40...17, k=9...8

Step 6 ¢
Compare Zij with Dij, if [Zij-Diji < ¢, go to
gtep 2; otherwise the treining process ends.

In the sctuel application, we foke a=0.1.

After the tralning process is completed, the network
can be applied to detect the fosture of the interest
point. The feature of one interest polnt is denoted
ea Fy, 4, where I meana the position of the latereat
point In the Imege. ) means the type of the feature.
Here, j is from 0 to &

3. PATTERN BECOGRITION LAYER

It is not an eesy task to find the corresponding
polnts between the left Image and the glght image,
especially when a number of interest points occurs
in one Image but does not ceccur In anoiher image.
Therefore, only a number of interest points in left
image mey find ecorresponding initerest points in
right image and viee versa. Bach interest point in
the matehing process should satlsfy the uniqueness
congtraing.

In this paper, we sre supposed that the left lmage
and the right image has been rectifyed after rela-
tive orientation, so that the search of corresponding
interest points can be done alone the corresponding
epipolar line. The epipoler lines are parslilel to
each other. So we mateh the ecorresponding interest
poinis in one dimension. The structure of the conti-

nual edges s reflect in the mutual restriction bet-
ween the edjacent epipolar line. That is to say, |f
contlnual edges oceur aeross two epipolar lines, the




palient polnts at the edge should act simutansously
in the matehing process of two adjacent epipolar
lines. Thia can be conirolled by software in the
gimulation process and cen be performed In the real
neural network. S¢ that the structure Information of
the image act in hidden way in one dimension in the
matehing process.

As opposed in the feature detecting layer, the feut-
ure of one interest polnt consist of alx parametiers.
The feature of an interest point 1s denoted by Fij,
where 1 denote the type of the feature, | denote the
input position of the interest polnts. The mumber of
the interest point in left Imege and right image ls
NI, Nr respectively. The model for pattern matehing
lager see Fig. 8.
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Fig. 8. The Model for Pattern
Matehing Layer

The intorsection denoted by circles represent the
possible matehing elemont. They cecur at fntergection
which bring the aame type of feature together. All
matehing elements corresponding o a common position
make & group for that position. And mutual inhibitory
connections are defined between these groups in the
same way as for the stereo maiching network. Here, @
group of feature in solid circle inbibis the other
group of feature in the two oblique direction along
the line of vialon.

When using the neural network, the patiern madching
problem can be formulated as the pinimisation of o
cost function ( constrained optimisation ). The cost
function we adopted for the solution of the patfern
matehing problem is as follows :

B -afa ;_’f: g: "5: ?5; glrum Vikw Y 1n
’ é: é:nél“h Vil

whero M 1o the festure number of one intorest poing,

Where Vikm aod Vj|y represent the binsry state of

ik end j1 neurons reapectively, whiech can be elther
i(aetive) or O(insetive). Tijkip fe the interconnec-

tion stremgth between the iwo neuroms, Iigm is the

initial input to cach neuron. A change in the state
of peuron ik by AVjgy ecause an energy changs of

ARk

(8

ARk = - | ,: é; 3:11”". Vikw Vjin
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+ likm § AVigy (9

The equation above deseriblng the Dynamies of the
network was shown by Hopfield to be alweya negative
with a stochasiic updating rule.

I &
Vik = 0 if [ ;Sl ;51 gﬁlnmm Vikm Vjim

+ Im] >0

I &
Vik>1 If [ él él g!lrijum Vikm Vi im

tligm 1 <0
no chenge if [ g: é: élnnlm Vikm Viim
tIjgm 1 =0
The interconnection of the neural cell is indicated
as Fig. 4.
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Flg. 4. Interconnection of
neural cell

The deformation of the coss functlon for the
corresponding given below ls minimized :

PR b T e
Clajia Plim Plln + 3 B0 3 3 P!
! é: 351(1' f\g: élhhﬂ

The firat term in (10) represent the degros of comp-
atibility of « mateh between a pair of polnts (&, D
in the right image, while the second and third terms
tend to enforce the uniquess constraint where the
probabilities in each eplpolar line shouid add up to
1. The compatibility measure is given by

stereo

(10

X=W 1adl + Wy |AD|

where Ad is the differendee in the disparities
of the matched polnts paire (i, k) and (J,1). AD ia




the difference between the distance from i to j and
the difference from k to 1.

The aynaptle
is defined as:

connection welght botween two neurona

Tikjlm = (Cikjlm - 81jm - Okln

where & jjy = 1 if i=§, otherwise 0; Byjy = 1
{f 1=k, otherwise 0.The deformation of the eost fun-
etion to the Lyspunov function of a Hopfield metwork
with the neuron is defined ss Vik = Pik, Vj| = Pj|.

The concrete convergence programm ln the (10} equli-

ty is proved diffieuls. We uze sn approximste energy
ih;nge a8 followed. The mateamatical proof refers to
a1,

ABikn = - [;ﬁ‘: ‘é’ A

o 22 Cikjim - O ijm - Skiw*

Pj1 +231] APy (11}

According to the Hopfield updating rule

I B
Pik — ¢, if I;‘JI éﬂ gl Cikjln - bijm -

Ski) Pj1 +3 | <0

Pik > 1 if |£: ﬁ; ,‘Slwmlr 8im -
Skiw Pj1 +2 I >0

no change if Ié: é; #l(cikjlm‘ 8ijw -
Bgid Py +2 | =0

The optimal solution is completed when the Hopfield
petwork s at its minimum energy point. However, it
may settle down into one of the many locally stable
atate. S0 we camnot only rely on the stable peint in
the Hopfleld network to get a full satisfication {n
the stereo matching process. We adopt atereo fugion
layer for our further decisive basis. Another reason
for the stereo fusion layer is that the Interest
points is so sparse that the result of the matehlng
tesult cannot reconstruet she reel aurface of the
object. Only when the patiern recognition layer and
the atereo fusion layer convergence aimultaneously,
the result of the system is rellable. In the next
section, we will discuss the atereo fusion layer.

The discrete (binary output) atate was chosen in the
pattern matching layer rather then the continuous
value because of 1ts almpliclty in computasional
complexity. However, using o diserete Hopfield net-
work, & number of local minime may not be avoided
owing to the discontinulty of energy function caused
by the discontinual interest polnts.

4. STEREO FUSIOR LAYER

The function of the atereo fusion layer 1a: It mateh
the other points whieh sre not the intereat polnta.
It perform the minimum of a energy fuenction whieh
s based on the stereo fuslon eriterlon. The stereo
fusion is completed in local segments which is conf-
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ined by the interest points. The surfaee of this
local ares 15 smooth for there is not salient polnt
in this segment aend so that this network may not
fall into a local minimum poins. The caleulation of
different segments is in separate and parellel way.
There is no relation hetween the different segments
for the depth may be discontinual at the interest
point. But the difference of disparity between the
neibour points in one segment should be very small,
owing to the object rigidity and surface smoothness.

This layer is formed by another Hopfield neiwork
proposed by Y.8. Zhang [4]. The stereo fuslon is
agsumed along the epipolar line. The energy funelon
is given by : :

oo e D ] 2
B g B ZI P D - Brok DIT VL

r e D )
tAA él f\gl Epdes Vbt

- V,mos k2 (n

By comparising with the standerd Hopfield nedwork in
two dimensional application:

D D
o B s o o

D
- é: é: HRTTTR ™

{18)

We can get
Tijkimn = - 82 81)0 judkn
*2*§s5llﬂm5n

I, k= - [PLY - Ppiek ) 12
Where 2D+1 is the maxzimum disparity, 8 is an lndex
get for four nearest neighbours at polats (L)), Nr
end Ne is the image window row and column size, res-
pectively. More detailed convergence of the metwork
refers to the paper by Y.8. Zhang [4].

-&. THE COMPOUND DECISION LAYER

The pattern metching layer mateh the fnterest pointa
while the stereo fusion layer mateh the other peints
sccording to the stereo fusion eriterion. The stereo
fusion area is eonfined by the interest polata so
that the atereo fuslon process is guided by the pat-
tern matehing layer. While the pattern matching lgyer
and the stereo fusion may fall inio local minimum
points in the convergence process so that s compound
decision layer is employeed to complote cooperative
declalon to enforce the reliability of the matching
result.

Flg. & shows the possible matehing cell between the
left image and right image. We are supposed thai
there are two posaible set of correspondence :

[4——-)[, j}q——rm, ke g

of ie—>1] je—>a
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Fig. 6. Posaible metehing cell

The critericn of this layer 18 :

if Biljm < Eiljn »

the correct correspondence should be

s |, j«——)m‘;

otherwise the correct correspondence should be

ie=s|] jeag

where the Ejjjm and Bi|jy I8 the energy value at
the stable polnt in the atereo fusion layer when the
t?e :orteapondence ig j == mor } <= n, respec-
fively.

6. SIMULATION AND CORCLUSIOR

The preliminary simulation resulta shows that ¢he
internal power of this sterco matching system. The
sctual proceasing In bhumen binocular vision is in
parallel. Here, we meke use of multi-feature rather
than the single feature of the intereat polnts to
improve the correctness of matehing result. Under
the guidance of patiern matching layer, the posaible
candidate area in the stereo fusion layer is greatly
reduced . The compound decision layer enforce the
correctness by meking a cooperative decision from
the pattesrn matehing layer result and the stereo
fusion layer resuli. Although each individual neuren
is slow, the neiwork as a whole fs very pewerful,
owing to the parallelism of the network.
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The prospect of the parallelism of neural network in
gtereo vislon is attraective. How to fully make uae
of the coorelative nature between the neibouriag
epipolar lines to apply our network in two dimension
ig to be researched further. The convergence process
of the network will be faster and the algoritm will
be more robust in two dimension.
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