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The paper considers =z suboptimal by maximum a posteriori probability
criterion procedure for finding of patterns moving relative to semifixed
background in the series of two staggered in  time frames  of
sli%htly—varying scenes. The procedure is synthesised on the assumption
that an images being analysed ocontains unknoun distortion and additive
noise.

The procedure is based on optimum linear filtering of divergance field of
previously combined by correlation method fragments of frames as well as
statistioal hypothesis partitioning cperation applied to filter output.

The adopted statistical image model is used for development of methods for
defining the main statistical characteristies for the simple detection
case. The attainable value of total error is presented which arise when the

gynthesised procedure ig applied to some characteristic scenes.
The ability to work for the procedure was proved during simulation.
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INTRODUCTION
There is well-known (lrpman, 1986)
optimum by maximum a posteriori
probability oriterion procedure  for
shifting image deteation in complex
scenes. The procedure is based on

time-spatial filtering of the series of
staggered in time frames of scenes are
formed by any sensor. The procedure is
highly tradiocus and is not practicable
now. Alsc there are some  heuristic
methods (Le, 1979: Holben 1980; Stuller,
1983; Koskol, 1986) solving this task by
passing to separate time filtering and
gpatial filtering. All this methods use
frame subtraction as the simplest form of
time filtering. The main difference of
this procedures is  compensation of
geometrical distortion on analised image
are called by interframe sensor position

changing.

For interframe displacemente compensation

the first frame is offersed to be
corrected by a previous  researcher
(Holben, 1980). The correction is
described by a2 polinom of the second

order with parameters estimated by XE -
oriterion. The correction may be applied
with the extrapolation not executed in
any ocases.

Another procedure was suggested in
previous paper (Lo, 1979). This procedure
is free from shortcomings of (Holben,
1980) and 1 not =0 tradious. In
accordance with paper (Lo, 1979) the
image is divided into separate
fragments. The fragments are
correlatively combined and for each pair
divergenoe fields are created and then
they are analysed.

Unfortunately the  divergence image
analysis was not given one's attention in
previous papers. The attainable values of
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alpha and beta errors ares lack of too.

The aim of this artical is the definition
of mantional characters for the simplest
interframe detector dealing with ideas
of paper (Lo, 1979) =and using linear
filtering of divergance field.

1. IMAGE AND MOTION MODELS

We accume that the images available Ifor
processing oconsists  of a  discrete
homogenecus random fields dencted as Ly

and L, in pattern and background areas

and additional Gaussian noise dencted as
7 with exponential ocorrelation function
and average which is equal to zero. Then
pizel intensity is:

- L (A) + MA) e A€ UT,cF
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Here A denctes the pixel ocordinates
veotor, Ti denctes the moving object

pattern area on 1-th frame dencted ae Fi.

With acocordance to paper (Jesumm, 1978)

we assume that one-variable probability
density functions of background Pb(x,K)
and pattern PD(X,K) are Gaussian:
P, (x,4) = N(a,07)
P_(x,A) = N(a_,0%)
O K o
s 5 a (1.1)
o " b
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and their ocorrelation functions  are

double exponential:
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Let us suppose that for the time distance
dencoted as T moving object patterm is
displaced to L<Lc value. Here is a

characteristic pattern size.  Pour
peculiar regions can be distinguished in
the frame difference field:

A A € B/T ALeT
~ It=t1 B lt:tz
B: AeT ANA e F/T
i} lt:t1 - |t=t2 (1.3)
C: A€ F/T|t=t1 AN W F/T|t=t2
DiAeTl ALeT
|t=t1 lt:‘be
These definitions are illustrated Dby
Pig.1 in which pattern position a%
moment t1 is shown by dotted lines  and

at moment ta by unbroken lines.

T

- Pig.1 Peouliar regions of the
frame difference field. Pattern .
position at moment t1 i shown by

dotted lines and =2t moment t, by
unbroken lines. =
We assume that frame fragment size is
sufficiently small in order to
YAeP\T=D4)=D
and pattern displacement has  the
determinate value and an accidental

direction. That is

Vac Ti: L(A)=1 .
Then with accordance to paper (JeBuH,
1989) we can confirm that all ragions of
frame difference field are also
homogeneous Gaussian. Their averages may
be easily defined by Eq.(1.1)-Eq.{1.3).

2. SUBOPTIMAL DETECTOR STRUCTURE

Let's put restrictions to suboptimal
detector structure. For this purporse we
assume that the moving object pattern is
in the middle of first frame fragment if
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it is present there. Then let's reduce
frame quantity to fwo and substitute
time-spatial filtering for separate time
one and spatial filtering. Let's also
suppoused that the spatial filter is
linear one and it's area of definition is
restricted to patiern =ize.

We shall simply assert without proof that

the best result is reached for this task
if time distance

T =LV (2.1)
and fragment size

G = S-Lc . (2.2)

Here V is design speed of pattern moving.

It can be shown too that for the case of

simple deteotion (Baktmmreis, 1960) with
above restrictione optimum detector of
non-point moving objects has to make

following cperations:

(1) Frame difference field forming.

(2) Frame difference fisld filtering by
ripple mask (Pratt, 1978) with restricted
to pattern size area of definition and
constant impuls response.

(3) Extremal pixels at the <filter

output _ n B,
= (Dmin’cma$)

searching.

(4) Decision function denocted as
oaloulating for hypothesises

Y no5 "
Hid' Opin(8) = 461 A o) (B) = A€l

Here 1i,je{4,B,C,D}. )
(5) Searched pixels olassifiocation.

It's olear that moving object pattern is
detected if

Goo (@) = mintg, ;D)

Let's define +the based on operations
(1)-(5) detector as suboptimal.

3. ANATYSIS OF THE SUBOPTIMAL DETECTOR

Az it was stated above frame difference
image consisis of a discrete homogeneous
Gaussian fields. Therefore hypothesis H

i3
a posteriori probability subjects double
Gaussian distribution law. Then
X = _—'Q l_ _' !—
gid(x) =X Bid X + Wij X + Vig (3.1)
and separating surfaces which are

assopiated as show Eq.(3.1) and Eq.(3.2)
Goo(X) = Gy ,4(T) (3.2)

are the hyperquadrics (Duda, 1973).
In Eg.(3.1):

- 053
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Here Eij denotes extremal pixels
aorrelation matrix. aij denotes 1 and ]
regions average and W denctes H a
pr%ory probag%liﬁy. 13 1d
Let's find H__ region.

Filter dimpuls response and frame
difference fild parametrs _ allows  to
define eamily Zij and Py (NesuH,
1989). Fig. 1 shell be used for WiJ

defining. Apriory probabilities of any

pixel belonging to one of the regions
followed Fig.1 are:
- - - _ R 2
Wop =VW,g= Wog = Wy = W, (1-W,)1
W, .=W =W, =W_-=

AC BC ca = Wog = WW,D1-W (2-W,)1

Wip = Wgp =Wy, = Wpp

2 2
WoW,, (1-W,)

W = [1-W, (2-W,)17
Wop = WDC = W1W2[1—W1(2—W2)]
_ 2
WDD B (W1WE)
Here moving object pattern area is

W, about frame area and pattern has not

1
moved to W, about his area for time

distance T.

We supposed in what follows that WE=O. In

this case it's easy 1o make sure (see
(eBux, 1989)) that regions in which
hypothesises are true are placed as it
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J#EC

B = WopPop (XITe0,)
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where QDC is hypothesis H,, acceptence
region. -
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Fig.2 Hypothesises acoepience
regions. Admissible hypothesises
are above heavy line.

h A + .
Am Oin € Oﬁam admissible hypothesises

are above heavy line in Fig.2. Then H, _,
HAC and HRB hypothesises are not
admissible. This makes some easily total
errcr  ocalculating. Nevertheless it
remains very tradiocus.

As previous resercher (Holben, 1980) we
have examined some particular cases which
are typicsl for airborne  sensors.
Examined range of the pattern and
background parameters is shown in table
1.

Table 1. Range of examined parameters

Field type

Parameters

Background Pattern Noise
Average 0.240-0.400 | 0.320-0.5580 0.000
Standart 0.036-0.265 | 0.042-0.200 | 0.0I4-0.044
deviation
Correlation| 0.523-2.0I3 1.043-5.996 | 25.56-31.1I2
constant

shown in Pig.2.

As it follows from Eg.(3.1), Eq.(3.2) and
Eq.(3.3) hyperquadrics is defined by
hypothesises parameters and may  have
different forms in some cases. In Fig.2.
we show the simplest case in whioch random
filds are not correlated.

It's easy to make sure that with above
restrictions total error of detector is:
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Here average and standart deviation is
defined about maximum pixel value.
Correlation constant is defined about
characteristic pattern size.

The dependence of the total error on the
background displacement for typiocal soene
in some seasons is shown in Fig.3. We
supposed that W1=0.OO1.

In Fig.3 displacement value is defined
about characteristic pattern size.
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Fig.3 Dependence of the ftotal error
on  the backgrownd displacement for

the typical Bcene in diferent seasons.
Winter dis marked by ¢, autumn - by H
and summer - by O.

maximum increases the toial error in 7 -

20 times.

4. PROCESSING ILLUSTRATION

Let's illustrate the ability to work of
the suboptimal detector after the example
of  experimental-based frames digital
processing.

In Pig.4 you can see the first frame. We
used this frame above for detector
analisis. The frame parameters are equal
to: aD=38.1 ab=°5.2 GO=6.2 Gb=5.7

I ,=-874 T_=3.469 T, _=.040 T _=.183.

ax b

The  histogramm of intensity and
correlative function of this frame
landscape IR-image is shown in Fig.5 by
broken lines.

of
by

4s shown in Fig.% the histogramm
intensity dis well approosimated

Gaussian curve and ocorrelation function
by exzponential curve. It's shown in Fig.5
by smcose lines.

We shall suppose in what follows that
interframe processing is well founded if
total error of subopiimal detector is
less  then singlframe cone. Linear
singlframe detector of bright area was
described in paper (Balmmreftn, 1960). The
total error is shown in table 2 for this
detector.

.

Fig.4 Experimental image. The first frame. Processing

is
bordered by black lines. Correlation processing area is drawn by white
lines.

fragments

The first frame has been processing by
optimum linear pattern detector which was
described in paper (BaMmmuTeds,1960). As a
result six regions have been picked out.

Five of them corresponds to the moving
object patterns. The fagments have been
segmented round the all region centre.

You can see these fragments in Fig.4 (it

Table 2. 3inglframe detector errors for some seasons

Season
Features
Winter Autumm Summer
Total error| 0.932.107% | 0.747.107% | 0.961.1073
The results followed table 2 and Fig.3 was drawn by black lines). Fragment size
are: has been choosen in accordance with

(1) The overframe processing is well
founded for |D|€(0.2 - 0.4)L,.

(2) The changing of the background
interframe displasement from zero 1o
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Eq.(2.2).

By the moment of the second frame forming
which was  determined according io
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the histogramm
of intensity (Fig.%a) =and ocorrelative
funotion (Fig.5b) of a typical landscape.
Broken lines is experimental and smooth
lines is approosimated curves.

Eq.(2.1) the distance zlong the 1line of
sight has been decreased by 7% along the
frame border - by 23% and along the
distant border - by 1% approximately.

Here W, =0.2.

Enlarged by three times approximately
frame difference fields of processing
fragments are shown in Fi%.é. Before the
subiraction the fragmenis have  been
preliminaryly combined in accordance with
the serial correlation algorithm (Barnea,
1972). Correlation processing areas are
drawn by white lines in Pig.4. In PFig.6
the fragment interframe displacement is
one pixel along Y datum line and two
pixels along X one.

You can see in Pig.6 that the real speed
of moving pattern is less than design one
which causes partial patiern shading.

Fragment frame difference fields have
been filtered by trunckated to pattern
area constant impuls response filter. We
use extremal filter outputs to deoision
funotion caleulation. Decision function
values for each fragments are shown in
table 3.

Fig.6 The result of preliminary combined fragments subtraction.

Table 3. Extremal filter outputs
and decision funetion values

Fragment number
Features

I 2 3 4 5 6
h -
Onin -3.8 | -1.9 | -6.1 0.6 | -4.5 | 2.7
h - -
Onaz 5.9 6.0 8.9 1.7 7.6 4.7
PAA(i) .00001 | .000121 .00000]| .00032 | .00001 | 00001
PBE(E) .00000] .00001 | .00000| .00001 | .00000( 00000
PGC(E) .00004 | .00009} .00000| .03250] .00002 | .00012
PBA(X) .00379] .00036| 02089 .00015| .00868| . 00063
PBG(i) .00004 | .00000| .0001 41 .00006| .00003| .00003
PCA(E) .002831.00814| .000371.00251 | .00064 ] .00121
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As it shown in table 3 the fragmentis
numb.1, 3, 5, 6 decision function
value are maximum for HEA hypothesis.
Decision funection value for  fragment
numb.4 which havn't moving pattern is
maximum for H hypothesis.  Fragment

cc
numb.2 one iz maximum for HGA hypothesis.

Thie is conseguence of partial pattemn
shading.

Thus propoused subcptimal procedure makes
absolute true result.
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