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ABSTRACT 

A method for the calculation of 3D point coordinates from the combination of 3D straight lines, called line 
photogrammetry, will be presented. It is partly based on already existing theory. The 3D straight lines are directly 
calculated from non homologous points identified in multiple images by manual registration. Four parameters are 
used to define a 3D straight line. Space lines do not in general intersect due to errors in orientation and 
measurements. The solution used here is to include an intersection constraint into the least squares adjustment or 
to find a point with a shortest distance to the lines. For the tests, two buildings are measured in aerial photographs 
by using both stereo and line photogrammetry, and geodetically as reference. The evaluation of the results showed 
that line photogrammetry has the same or higher precision compared with stereo photogrammetry. More 
extensive tests need to be done, before this statement can be generalized. 
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1. INTRODUCTION 

In digital photogrammetry, it is already possible to do 
the whole image orientation fully automatic. Even the 
generation of digital elevation models has reached a 
high degree of automation. The majority of methods 
for automation are point oriented. 
For map production the automatic reconstruction of 
the shape of man-made objects and their precise locali­
sation is of importance. The corner points of a building 
can be used to describe its shape. In a production 
process these points are manually measured by an 
operator. Automating this process means, that those 
image points have to be selected automatically which 
represent the same corner point in object space. Here 
the well known point correspondence problem have 
to be solved. 
Instead of describing an object by corner points, it can 
also be described using lines, Le. the line between a 
roof and a wall of a building. Such object lines can be 
described with the help of linear features. The para­
meters of such 3D linear features can be calculated 
using an arbitrary number of measured image points 
describing the feature. 
Line photogrammetry is the formulation of a direct 
mathematical relation between measured image 
points and the parameters of a 3D linear feature. The 
advantage of using line photogrammetry instead of 
point oriented photogrammetry is, that no stereo point 
to point relation is necessary. The parameters of a 
feature can be calculated using measured image points 
form different parts of the projected 3D feature. The 
only constraint which have to be fullfilled is, that the 
measured images points belong to the same 3D linear 
feature. 
A few published works exist which combine photo­
gramme try and linear features. Masry [2] described a 
method for absolute camera orientation and Lugnani 
[1] for camera orientation by spatial resection, using 
linear features. 
Persson [4] developed these ideas further, so that it was 
possible to calculate the parameters of a 3D straight 
line in object space directly from monoscopically mea­
sured image points. 
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Mulawa and Mikhail [3] expanded the method in such 
a way that more general objects like circles, ellipses or 
splines could be used as linear features. They made the 
point that this method can be used as a tool for the 
development of automatic measurement procedures. 
The parameters of the linear features were geometri­
cally understandable, but dependent of each other. 
Sayed and Mikhail [5] tested methods for automatic 
orientation of stereo images and localisation of circular 
and straight linear features in 3D object space. One of 
the interesting subject mentioned was to use indepen­
dent instead of dependent parameters to describe 
linear features. 
The overall purpose of this work is to test, if the use of 
line photogrammetry will lead to a real improvement 
for large scale map updating. In this investigation a set 
of four parameters defining a 3D straight linear feature 
are introduced. The reason to use four instead of six 
dependent parameters is to avoid problems concerning 
real or numerical singularities and the advantage that 
no additional geometric constraints have to be intro­
ducted explicitly to get a solution. Another intention 
in the theoretical part of this project is the intro­
duction of geometric constraints for each separate line 
and between several lines. A theory for 3D straight line 
linear features, here also called line features or straight 
lines, is formulated. Furthermore test results are 
presented, where this method is compared with stereo 
photogrammetry. The results from a geodetic 
measuring method are used as references. 

2. METHOD 

2.1 Basic mathematic relation for a straight line 

An arbitrary point on an endless 3D straight line can be 
expressed by the parametric line equation given in 
equation (1) 

P=S+t*d (1) 



P is an arbitrary point and S is a fixed point on the line, 
d is the direction vector of the 3D line and t is a scalar 
factor. The endless 3D line is totally described with the 
six dependent parameters, XS, Y S' Zs and Xd' Y d, Zd' 
Point S can be arbitrary chosen, the same is possible for 
the length of the vector d. This means that two addi­
tional constraints are necessary to get an unique 
solution for the endless line. Person [4] and Mulawa [3] 
chose the constraint I d I = 1, which requires that the 
length of the direction vector d is unique. Secondly the 
point S is defined in such a way, that the radius vector 
to point S and direction vector d are perpendicular. 
This is realised by setting the scalar product ( d • S) to 
zero. 
Mulawa [3] introduced a coplanarity condition in 
object space as link between the inner and outer orien­
tation elements of the image, the image coordinates of 
an arbitrary line point and the unknown line 
parameters. This relation is expressed by equation (2 ) 
and shown graphically in figure (1). 

z 

x 

Figure 1: shows the coplanarity constraint which com­
bines the 3D straight line, the image measurements 
and the orientation parameters of the images. 

I S-C, d, m I = 0 (2a) 

m = Rt (2) (2b) 

The projection centre of the camera in cartesian 
ground coordinate system is represented by C and m is 
a vector including the measured image coordinates of 
an arbitrary point transformed into a coordinate 
system parallel to the ground coordinate system. This 
transformation is done by the rotation matrix Rt. 

2.2 Four straight line parameters 

The fact that the parameters ( XS, YS, Zs, Xd , Yd, Zd) 
of a straight linear feature are dependent cause some 
disadvantages. Numerical problems may arise in an 
overestimated case, where a least square adjustment 
algorithm is used to calculate the line parameters. 
There exist two possible reasons. First, the size of the 
matrices used in the adjustment process get larger and 
second the a posteriori covariance matrix of the un­
known line parameters is singular. On the other hand 
there are two advantages using the parametric straight 
line equation and the coplanarity constraint presented 
in chapter 2.1. They prevent the possibility of a geo­
metric interpretation of the results. Second, the noise 
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parameters, the scalar factor t and the coordinates of 
point P are isolated from the process. 
Due to the reasons described, an alternative solution 
will be introduced using four straight line parameters. 
These parameters still allow the use of the coplanarity 
formulation as link between image measurements and 
the 3D line. This means that the parameters Sand d 
have to be expressed as functions of four preliminary 
parameters A, B, C, D until the final parameters are 
defined. 

I S( A, B, C, D ) - C , d( A, B, C, D ) ,m I o (3) 

In a cartesian system the point S on the 3D line can be 
described by the two angles 0, <I> and the distance r. 0 is 
the angle between the Z-axis and the radius vector to 
points S. <I> is the angle between the X-axes and the 
projection of the radius vector to S onto the X-V-plane 
and r is the distance from origo 0 to point S. 
Using 0, <I> and r the cartesian coordinates of the point S 
are expressed by 

Xs = r sino cos<l> 

Y S = r sino sin<l> 

Zs = r coso 

(4a) 

(4b) 

(4c) 

To obtain the fourth line parameter, a spherical coor­
dinate system is defined with its origo in point Sand 

the three orthonormal base vectors ( eo, e<l>' er ). 

z 

Figure 2 : Point S and vector d expressed by the four 

parameters 0, <1>, r, y. 

The vector eo is the tangent to the meridian going 

through S. Vector e<l> is the tangent to the parallel circle 
through point S and vector er is the normal vector of 

the plan ( eOI e<l> ) defined by the cross product (eo x e<l»' 



From the definition of er follows, that the direction 
vector d of the straight line will always lie in the 
(eo,e<l»-plane. Angle y, which is defined as the angle 

between the eo-axes and the direction vector d in the 

eo-e<l>-plan is used as the fourth parameter. Figure 2 
shows the final geometric relations. 

The rotation matrix 

(

sino cos<l> coso cos<l> -sin<l> J 
Tsc = sino sin<l> coso sin<l> cos<l> , 

coso -sino 0 
(5) 

transforms spherical coordinates (S) into cartesian (C) 
ones. Using the transformation matrix TSC' direction 

vector d can be express as a function of 0, <1>, y, 

(~J (6) 

where ld = 1 is the length of d. The point S and the 
direction vector d are now expressed as functions of 
the three spherical coordinates 0, <1>, r and the angle y. 

Now it is possible to exchange the temporary line para­
meters ( A, B, C, D ) by ( 0, <1>, r , Y) , i.e. equation (3) is 
changed to 

I S( 0, <1>, r ) - C , d( 0, <1>, Y ), m I o (7) 

Describing a straight line with the four parameters 0, <1>, 

r, Y results in the explicit analytical equations given in 
equations (4) and (6). 

2.3 Geometric constraints 

Man-made objects are often characterized by straight 
lines. They can be vertical, horizontal, parallel to each 
other or they can intersect in a point. Therefore the in­
troduction of geometric constraints seems reasonable. 
In a first group geometric conditions for one straight 
linear feature and in the second group constraints con­
cerning two ore more linear features are presented. 

First Group of constraints - Independent lines The 
condition horizontal means, that the direction vector 
d must be parallel to the X-Y-plan. The e<jl-axis is by 
definition parallel to the X-Y-plan, therefore angle Y 
must be set to Y = 50 gon or Y = 150 gon. 
In the vertical case the angle 0 have to be set to 
o = 100 gon. Therefore the eS-axis is parallel to the Z­
axes. This leads to the second condition necessary to 
achieve a vertical line, Y = 0 gon or Y = 200 gon. 
The last constraint in this group is a chosen angle 
between the direction vector di of the searched line 
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feature and a known direction d. The chosen angle a. 
between the two direction vectors can be calculated by 

cosa. = (8) 

If direction vector of the searched straight line has 
index i and the fixed direction d has no index, di can be 
expressed as 

I di I I d I (cosa. - ( a + b + c » = 0 
where 

a ( COSOi cos<l>i cosYi - sin<l>i sinYi ) Xd 

b ( COSOi sin<l>i cosYi + cos<l>i sinYi ) Y d 

c ( -sin<l>i cosYi ) Zd 
I di I = I d I = 1 length of the two vectors. 

(9) 

The constraints, parallel and perpendicular, are also 
achieved in this case by setting the angle a. = 0 gon and 
a. = 100 gon respectively. 
The condition for the parallel case will look like 

I di I I d I (1 - ( a + b + c ) ) o (10) 

and for the perpendicular case 

o (11) 

The help variables ( a, b, c) in (10) and (11) are identical 
with them used in (9). 

Second Group of constraints - dependent lines In 
the first constraint the angle a. between two straight 
line features is chosen. Here two variable 3D straight 
lines are used. The direction vector of the first line is 
denoted to d j , while the second line is denoted to d i+ 1. 
New conditions are formulated based on (8). The help 
variables a,b,c are changed to e,f,g. 

I di I I di+ 1 I (cosa. - ( e + f + g» = 0 (12) 
where 

e (COSOi+l cos<l>i+1 cosYi+1 - sin<l>i+l sinYi+l ) 
* (COSOi cos<l>i cosYi - sin<l>i sinYi ) 

f = (COSOi+l sin<l>i+1 cosYi+1 + cos<l>i+1 sinYi+l ) 
* (COSOi sin<l>i cosYi + cos<l>i sinYi ) 

g = (-Sin<l>i cosYi ) ( -sin<l>i+ 1 cosYi+ 1 ) 



If the two lines should be parallel then (12) becomes 

I di I I di+ I I (1 - ( e + f + g ) ) 0 (13) 
and for perpendicular lines we get 

(14) 

Two lines will intersect in a point, if the coplanary 
constraint 

(15) 

is fullfilled. The last constraint is the intersection of 
more than two lines in a point. The coplanarity 
constraint (15) is not sufficient when three or more 
lines have to intersect in one point. A point P on a line 
is described by 

(16) 

where i = 1t ••• / n and n is the number of lines inter­
secting in point P. To describe the point P common to 
all lines, (n-1) conditions are necessary: 

(17) 

The main difference between the conditions in (17) 
and all others, is the introduction of the new para­
meters ti. The scalars ti locate the intersection point P 

on each line Li. Point S = f ( 0, <1>, r) and direction 
d = f ( 8, <1>, y). 

3. ADJUSTMENT PROCESS 

For the calculation of the four line parameters a mini­
mal number of four measured image points in at least 
two images are necessary. Normally much more than 
these four points will be measured. This leads to an 
overdetermined problem, which can be solved by a 
general least square adjustment method. The copla­
general least square adjustment method. The copla­
narity relationship (7) gives one condition equation for 
each measured image point. This relationship is non­
linear and a function of the measured image coor­
dinates x y of each image line point and the four 
unknowns 8, <1>, r, y : 

F f [S( 0, <1>, r) I d( 8, <1> , y), m( x , y ) ] (18) 
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Equation (18) is linearised by a Taylor serie using only 
the linear terms. The linearised coplanarity condition 
looks 

Fa + (;:)dX + (:)dY + (~~)dO 

+ (:)d$ + (~~)dr + (~)dY = a (19) 

Expressing the unknown residuals (dx, dy) of the 
measurements by vector ~l, the parameter 
corretions (do, d<1>, dr, dy ) by vector ~x and using a 
matrix formulation results in 

o 

t 
B ~l + Al ~x + wI 0 

t 
B 

where 
dF dF (ax ay) 

( 
dF dF dF dF ) 

A1 = d8' d<1> ' Tr I ~ ; 

too 
wI = B 1 + Al x ; 

(20) 

Vector 1 contains the measured image coordinates and 

vector ~ the approximated parameters. Assuming that 
the measurements are normal distributed and not cor­
related a diagonal weight matrix P is introduced. The 
introduction of geometric constraints, concerning 
separate lines investigated in chapter (2.3), leads to an 
expansion of the least square model (20) with 

o (21) 

Finally we get 

o (22a) 

o (22b) 

The matrix A~ include the derivations of one or 

several of the equations from chapter 2.3 with respect 
to do, d<1>, dr, dy. The solution of this adjustment 
problem is 

o 



kl 
-1 

-M (Al~X + WI); 

~l Q (B kl); 

~2 
~lt P ~l 
r-u+s' 

-1 t t -1 t 0 

Q = P ; M = B Q B; N = Al M AI; w2 = A2 x; 

This is a nonlinear problem, why the process has to be 
iterated until ~xi+l is less than a certain selected limit. 
For each iteration, then new parameters are computed 
by 

~ i+l ~ i + ~xi+l (24) 

4. TESTS 

The main discussion concerns the critical geometric 
situation where a straight line under observation lies 
in the same plane as the projection centres of the 
image pair. The situation makes it impossible to cal­
culate the line parameters. This is also known as the 
epipolar case. 
In the test we do not use the angle in the image be­
tween the line and the epipolar plane. Instead the 
angle between the direction vector d and the difference 
vector b of the two image projection centres in object 
space is used as an approximation. In the following, 
this angle is called EPI. Several image combinations 
have been chosen to give a wide variation of the angle 
EPI, Le. between a and 100 gon. The result from tests 
where more than two images have been used is not 
dependent of the epipolar case. Also the influence 
from the geometric constraints on the resulting line 
parameters, i.e. vertical and horizontal, are checked. 
Test results are shown in column diagrams, where 
black is used to represent results where no geometric 
constraints have been used. White represents results 
with geometric constraints. The origo of the ground 
coordinate system has been moved into the 
approximative centre of each building. This is done to 
achieve a better numerical stability. Two buildings, A 
and B, are used in the tests. Building A is projected in 
five and building B in four images. 

4.1 Separate lines 

All lines of the two test buildings were calculated 
using a) measurements from all available images 
which gives a result independent of the angle EPI and 
b) measurements using image pairs. 
It is assumed that the changes of the angle EPI is one of 
the most important factors influencing the precision 
and reliability of the calculated 3D lines in case b. 
Therefore all estimated a posteriori standard devia­
tions of the adjusted line parameters are presented in 
relation to the variations of the EPI-angle. 

The standard deviations of the angles 0, <p, 'Y do not 
have the same units and dimensions, as the metric 
distance r why the results are presented separately. 
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Figure 3 show the mean of the standard deviations of 
the three angles 0, <p, 'Y for test case a described above 
where each line of building A and B is shown 
separately. One result from figure 3 is that geometric 
constraints leads to a reduction of the standard 
deviations. The standard deviations of the angles of 
the horizontal lines, which are line 1 to 6 for building 
A and 1 to 4 for building B, are not as much decreased 
as the standard deviations of the vertical lines. On the 
other hand the standard deviations for the metric 
parameter r does not give a much better result when 
geometric constraints are introduced as shown in 
figure 4. These results are independent of the angle 
EPI. 

Figures 5 and 6 show the results from the test case b. 
The mean of the standard deviation of the angle 0, <p, 'Y 
is plotted as a function of angle EPI. This is done to see 
if it is possible to derive a logarithmic function which 
can describe the variation of the calculated standard 
deviations as a function of angle EPI. 
An examination of the approximate logarithmic 
curves in figure 5 shows, that the introduction of the 
horizontal constraint decrease the mean of the stan­
dard deviations of the angles with approximately 
power of one, especially for building B. Without geo­
metric constraint the mean values increase significant, 
if the angle EPI becomes less than about 25 gon. Figure 
5 shows that. The introduction of the horizontal con­
straint do not result in different standard deviations 
for parameter r. 

4.2 Combination of straight lines 

The same measurements and results from the 
adjustment process are used as in the previous section. 
Resul ts from using stereo photogrammetry and mono­
scopical line photogrammetry will be compared with 
each other and with the results achieved using a geo­
detic measuring method. 
The subject of the investigation are horizontal dis­
tances between and height differences of the corner 
points of the two test buildings. The coordinates of the 
corner points are directly measured using stereo 
photogrammetry. In line photogrammetry the corner 
points are defined as the point of gravity of those 
vectors, which are the shortest connection between the 
calculated 3D straight lines. 
The geodetic system, which is used as reference system, 
is based on a local coordinate system. Thus the high 
precision of this method is prevented. The two photo­
grammetric methods are based on the official ground 
coordinate system. Therefore horizontal distances and 
the differences of the corner point heights to the mean 
height of each building are compared, instead of the 3D 
point coordinates. 

Horizontal distances The distance Sij between two 
corner points i, j are calculated as 

S .. 
1) 

(25) 



The differences for each distance to the reference 
system are calculate by 

~g,s s?eod stereo (26a), - soo 
IJ IJ 

~g,l 
geod line (26b) s .. - s" 1J 1) 

~g,s is the difference between geodetic distances and 

distances calculated by stereo measurements. ~g,l is the 
difference between geodetic distances and distances 
calculated by line photogrammetry. The horizontal 
distances based on the geodetic measurements are as­
sumed to be "true". The empirical standard deviation 
of the distances are 

(27) 

The number of horizontal lines is denoted n and not 
( n-l) because of the assumption that the geodetic 
distances are "true" values. 

The horizontal lines of the two buildings are pairwise 
perpendicular to each other. Therefore always two EPI 
angles for a image pair exist and are used. Figure 7 
shows 0' ~ for different angle combinations. The angle 

combinations 10/91, 17/84 gon for building A without 
constraint and the combination 15/83 gon for building 
B are about two to three times larger as the other ones. 
A check of the "all"-column shows, that the use of 
more than two images only result in decreased 
standard deviations, if angle EPI is less than about 25 
gon compared to image pairs. Otherwise the calculated 
empirical standard deviations are the same. 
The results based on stereo measurements are presen­
ted in figure 8. For building A, they are about twice as 
large as those using line photogrammetry with 
constraints. The standard deviations for building B 
have about the same size for both methods, i.e. ±7 cm. 

Height differences of the corner points The roofs of 
the two test buildings are horizontal, this is proofed 
with the help of the geodetic method. The mean 
heights are calculated by using the heights of all corner 
points for each of the two buildings. This is done for 
stereo and line photogrammetry. The empirical stan­
dard deviation of the height of the corner points is cal­
culated as following: 

0'.6, = -v 2: (~1) 
(28) n-l 

Z ~ n ~h Z - ~ 
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where n is the number of the corner points, Z is the 
mean height and ~ the height of point i. 
For building A the influence of angle EPI on the 
standard deviation of the height differences is only 
detectable, if no geometric constraint is introduced 
Figure 9a. For the angle combinations 10/91 gon and 
17/84 gon the standard deviations without constraints 
are more than three times as large as those with 
introduced constraint. Otherwise the standard devia­
tions for small angles is less than for those with large 
angles and for them using all images. Figure lOa 
shows, that all results from the stereo measurement, 
with the exception of model 1/2 shows a larger empiri­
cal standard deviation compared to those calculated by 
line photogrammetry. 
The empirical standard deviations calculated using 
line photogrammetry for building B, in figure 9b, are 
less dependent of the angle EPI compared to the same 
values for building A. Comparing the results from line 
photogrammetry (figure 9b) with stereo photogram­
me try, shown in figure lOb, are almost the same. In 
figures 8, 10 the column underlined with "mean" is a 
mean value calculated by using all results from the 
stereo measurements. 

5. DISCUSSION 

All tests were based on real data. The results are there­
fore influenced by several different kinds of errors. 
Nevertheless clear tendences in respect to the varia­
tions of the angle EPI are shown. This is also valid for 
the introduction of geometric constraints, when image 
pairs, as well as multi images are used. 
The check of the plotted logarithmic functions, in 
figures 5 and 6, shows that it is not possible to establish 
a general relation, which could predict the change of 
the standard deviations in respect to a variation of 
angle EPI, with an acceptable fidelity. The standard 
deviations of the parameters 0, <1>, 'Y become conside­
rably smaller, if geometric constraints are introduced 
and angle EPI is less than about 25 gon, this is visible 
in figures 5. The same is valid for the standard 
deviations of the differences of horizontal distances 
( figures 7). This allows the inference, that the intro­
duction of a horizontal constraint causes an improve­
ment of the estimated planimetric position of a 
straight line. This is not valid for the height values. 
The precision of the Z-component increases strongly, if 
the angle EPI is less than about 25 gon. This is 
estimable when calling in mind that a 3D straight line 
cannot be estimated if it lies parallel to the connection 
of the two projection centers, i.e. when the epipolar 
angle is zero. This is also a reason, that the planimetric 
position is more robust as the height values with 
respect to a small angle EPI. 
The results achieved by line photogrammetry are 
more precise as those from stereo photogrammetry, if 
the angle EPI is larger than about 25 gon, or if the 
measurements from all images are used. The validity 
of this statement is not so strong, as it is only based on 
a small amount of data. More extensive tests are 
needed to achieve a more reliable result. 
We expect, that the introduction of intersection con­
straints into the adjustment process will result in 
more 



precise and reliable 3D line parameters, especially for 
those lines which are nearly parallel to the epipolar 
plane, as their position in 3D will be fixed through the 
intersection with other lines in two line points. 
The introduction of a local coordinate sytem for the 
geodetic method caused that no absolute coordinates 
could be compared. The organisation of further tests 
should be done in such a way, that this is possible. A 
further point of criticism is, that not the real epipolar 
angle in image space was used but an approximation, 
the angle EPI. Therefore it was not possible to check 
the vertical lines in respect to the variation of the 
epipolar angle. 
Our opinion is, that line photogrammetry can be used 
with advantage as a tool for the calculation of man­
made objects after semi- or fully automatic localisation 
of such objects in digital images. Therefore, and caused 
by the promising results achieved in the tests done 
here, investigations concerning the extraction of image 
points for line photogrammetry using matching or 
other segmentation methods in digital images will be 
done in the future. Furthermore, all theoretically 
derived constraints will be implemented and more 
complex features will be tested in respect to their appli­
cability for this method. 
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Figure 3a: Figure 3b: 
Figure 3a and 3b shows the results from test case a for 
building A and B respectively The columns show the 
mean of the standard deviation of the estimated angles 
D, <p, 'Y with (black) and without (white) the introduc­
tion of the geometric constraints. Line 1 to 8 of buil­
ding A and line 1 to 4 of building B are horizontal. The 
vertical lines are line 7 to 12 for building A and 5 to 8 
for building B. 
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Figure 4a: Figure 4b: 
Figures 4a and 4b shows the same test case as shown in 
3a and 3b, but with the standard deviations of the esti-
mated metric parameter r instead of the angles 3, <p, y. 
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Figure 5a and b: Measurements from test case b where 
the mean of the standard deviations of the angles 3, <p, 

yare plotted, as a function of angle EPI. Results 
without geometric constraints are plotted using crosses 
(+) and triangels (L1) are used for cases with constraints. 
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Figure 6a Figure 6b 
Figure 6a and 6b show the same results as figure 5a and 
5b but with the standard deviation of the estimated 
metric parameter r instead of 0, cp, y. 
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Figure 7 a Figure 7b 
Figure 7 shows the standard deviations of the horizon­
tal distances between corner points of building A (7a) 
and building B (7b) in respect to different combinations 
of angle EPI. Results without (dark) and with (white) 
constraints are presented. 
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Figure 8a: Figure 8b: 
Figure 8a and 8b show the standard devia~ions of t~e 
horizontal distances between the corner pomts of bml­
ding A and B. The results of the first three columns of 
figure 8a (building A) and the first two columns of 
figure 8b (building B) are calculated based on the data 
from one stereo model. The last column of the figures 
present the mean value calculated using all measured 
image data. 
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Figure 9a: Figure 9b: 
Figure 9a and 9b shows the standard deviations of the 
height differences of the corner points of building A 
(9a) and building B (9b) in respect to different combina­
tions of angle EPI. Results without (dark) and with 
(white) geometric constraint are presented. 
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Figure lOa: Figure lOb: 
Figure lOa and lOb show the standard deviations of the 
height differences for building A and B. The results of 
the first three columns of figure lOa (building A) and 
the first two columns of figure lOb (buidling B) are 
calculated based on one stereo model. The last column 
of the figures present the mean value calculated using 
all stereoscopically measured data. 


