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ABSTRACT

The major costs incurred in control densification by photogrammetric techniques is the surveying of the initial control. This could be reduced if existing control was available. In many localities, there is a wealth of cadastral survey information that could be used in a photogrammetric adjustment through constraints. This information is often in the form of distances, angles, and/or azimuths bearings. The net result should be a reduction of new terrestrial surveying for the photogrammetric process while maintaining the desired accuracy of the densification for cadastral purposes since local scale and orientation become a part of the adjustment.

BACKGROUND

The United States is thought of as one of the leading developed countries in the world. Despite this, glaring inadequacies dealing with knowledge of the land are becoming more apparent every day. This has led to a call for the development of a multipurpose land information system. The foundation of this system must be a cadastral built upon a dense network of geodetic control [Panel on a Multipurpose Cadastre, 1983]. Yet, out of the over three thousand counties in the U.S., only a few have in place a sufficiently dense geodetic control network that would support a multipurpose cadastral. In fact, if one looks at the 500 leading counties in terms of economic activity, we find that only 10% have a geodetic network of sufficient density from which densification for support of a cadastral could commence [Barr, 1983].

Many methods for densification of control are now available and they offer significant savings over conventional terrestrial surveying techniques. These include Doppler surveying, GPS Satellite surveying (i.e., satellite interferometric systems), inertial surveying systems, airborne laser ranging systems, and analytical photogrammetry. These can all be used in some form to provide geodetic control necessary to support a multipurpose cadastral. The cost of this control does not come lightly. Barr [1983] points out that 40-70% of the costs in the development of a cadastral (survey control, base mapping, and cadastral surveys and maps) are attributed to survey control. These costs fluctuate because of area and the method of control densification utilized.
Brown [1979] points out that in the future, photogrammetry will not be competitive, from an economic point of view, with the new surveying technology. Thus, the need to increase the productivity of photogrammetry and the exploitation of the multipurpose nature of the photograph is necessary. If one looks at the form of the cadastre with the need of a geodetic reference framework, base maps and cadastral boundary maps, and the need to integrate this with other types of data, such as natural resource records, then the necessity to simplify data collection and aggregate diverse data types becomes apparent. It is in this area that the multipurpose nature of the photographic medium can be exploited. Since aerial photography would be necessary to provide the base map, why not utilize it for densification as well?

The accuracy of photogrammetry and its resultant products is well documented. Unfortunately, for control densification, much of the literature deals with projects requiring new control surveys in order to optimize the photogrammetrically derived ground coordinates. The necessity of ground control is a major encumbrance on the economy of photogrammetry. Therefore, if the acquisition of new survey control can be held to a minimum, costs will correspondingly decrease. This can not be at the expense of the desired accuracy of the ground points. Within many localities there exists a wealth of cadastral survey information that could be utilized in the photogrammetric bundle adjustment. This information is normally in the form of distances and directions although other types of data may also be present. This could be incorporated into the adjustment through constraints, either weight or functional [Case, 1961; Merchant, 1973].

**MATHEMATICAL MODELS**

One can use the functional form to represent the inclusion of the constraint into the adjustment process as

$$G(x_a) = 0$$

(1)

For horizontal angles, the math model is shown as

$$G(x_a) = D_z - [(x_j - x_k)^2 + (y_j - y_k)^2]^{1/2} = 0$$

(2)

where $D_z$ is the measured distance and $x_j$, $y_j$, $z_j$ and $x_k$, $y_k$, and $z_k$ are the coordinates of points $j$ and $k$ at the ends of the line. If the distances are mark-to-mark, then equation (2) must add, within the radical, the difference in $z$ squared. For azimuth, the mathematical model is normally shown as

$$G(x_a) = a - \tan^{-1}\left(\frac{x_k - x_j}{y_k - y_j}\right) = 0$$

(3)
where $\alpha$ is the measured azimuth of the line. The form of equation (3) would have to be altered if the field data were bearings. This could easily be done after the second term in the right side of (3) is computed by simple data manipulation/testing to insure that the proper angle and quadrant are compiled. Therefore,

\[
G(X_a) = \beta - \alpha \quad (\text{for } 0^\circ < \alpha < 90^\circ) \tag{4}
\]

\[
G(X_a) = \beta - (180^\circ - \alpha) \quad (\text{for } 90^\circ < \alpha < 180^\circ) \tag{5}
\]

\[
G(X_a) = \beta - (\alpha - 180^\circ) \quad (\text{for } 180^\circ < \alpha < 270^\circ) \tag{6}
\]

\[
G(X_a) = \beta - (360^\circ - \alpha) \quad (\text{for } 270^\circ < \alpha < 360^\circ) \tag{7}
\]

In equations (4) - (7), $\beta$ is the measured bearing of the line. For an angle measured from a third point $i$ between points $j$ and $k$, the conventional form of the mathematical model is

\[
G(X_a) = \theta - \left\{ \tan^{-1} \left[ \frac{X_k - X_j}{Y_k - Y_j} \right] - \tan^{-1} \left[ \frac{X_j - X_i}{Y_j - Y_i} \right] \right\} = 0 \tag{8}
\]

where $\theta$ is the measured field angle.

In the U.S., a large portion of land was surveyed under the Rectangular Survey System by the Government Land Office (now Bureau of Land Management). Figure 1 shows the subdivision of the land into townships consisting of six square miles numbered from a designated meridian and base line. Figure 2 depicts the subdivision of these townships into one mile square sections while figure 3 shows the breakdown of the section into aliquot parts. Circles indicate government corners set in the field. One can see that this configuration will cause problems with equations (3) to (8). Therefore, it is recommended that the tangent function be replaced by the sine function for values up to 45-degrees and the cosine function for angles from 45- to 90-degrees. Thus, azimuths in a North/South direction would be represented by

\[
G(X_a) = \alpha - \sin^{-1} \left[ \frac{X_k - X_j}{D} \right] = 0 \tag{9}
\]

while azimuths in an East/West direction can be shown as

\[
G(X_a) = \alpha - \cos^{-1} \left[ \frac{Y_k - Y_j}{D} \right] = 0 \tag{10}
\]

where $D$ is the distance between points $j$ and $k$. Similarly, equation (8) can take the following form for section corners
Figure 1. Subdivision of land into townships 6 miles square.
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</tr>
<tr>
<td>19</td>
<td>20</td>
<td>21</td>
<td>22</td>
<td>23</td>
<td>24</td>
<td></td>
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Figure 2. Subdivision of a township into sections 1 mile square.
Figure 3. Subdivision of a section into aliquot parts.

\[ G(x_a) = \theta - \left\{ \sin^{-1} \left[ \frac{x_k - x_i}{d_{ik}} \right] - \cos^{-1} \left[ \frac{y_j - y_i}{d_{ij}} \right] \right\} = 0 \] (11)

Equation (11) can be rearranged for the different points such that the second part of the equation on the right side will yield a positive value related to the measured angle (\( \theta \)).

Another type of data that could also be used in a constrained solution would be geodetic values. These can be shown by the following relationships

\[ \begin{align*}
X &= (N + H)\cos \phi \cos \lambda \\
Y &= (N + H)\cos \phi \sin \lambda \\
Z &= [N(1 - e^2) + H] \sin \phi
\end{align*} \] (12)

where:  
\( N \) = radius of curvature in the prime vertical  
\( H \) = geodetic height  
\( \phi \) = geodetic latitude  
\( \lambda \) = geodetic longitude  
\( a \) = semi-major axis of the ellipsoid, and  
\( e \) = first eccentricity

FUNCTIONAL CONSTRAINTS

The use of functional constraints within the adjustment offers a significant advantage over weight constraints [Burtch, 1983] and this is through the sequential inclusion of the constraint
within the adjustment. The observation equations for the functional constraint can be shown as

$$\mathbf{C} \bar{\Delta} + \mathbf{e} = 0$$  \hspace{1cm} (13)

This could be added to the combined form of the observation equations for the bundle adjustment shown as

$$\mathbf{V} + \mathbf{B} \bar{\Delta} + \mathbf{e} = 0$$  \hspace{1cm} (14)

where: $\mathbf{C}$ is the design matrix for the functional constraint
$\mathbf{e}$ is the discrepancy vector for the functional constraint
$\bar{\Delta}$ is the alteration vector
$\mathbf{V}$ is the vector of residuals
$\mathbf{B}$ is the design matrix for the observation equations of the bundle adjustment, and
$\mathbf{e}$ is the discrepancy vector of the functions evaluated within the bundle adjustment.

The function to be minimized is

$$\phi = \mathbf{V}^T \mathbf{W} \mathbf{V} - 2\lambda' (\mathbf{V} + \mathbf{B} \bar{\Delta} + \mathbf{e}) - 2\lambda C' (\mathbf{C} \bar{\Delta} + \mathbf{e})$$  \hspace{1cm} (15)

Differentiating (15) with respect to $\mathbf{V}$ and $\bar{\Delta}$ and including the observation equations results in four equations

$$\begin{align*}
\mathbf{W} \mathbf{V} - \lambda &= 0 \\
-\mathbf{B}' \lambda - \mathbf{C}' \lambda &= 0 \\
\mathbf{V} + \mathbf{B} \bar{\Delta} + \mathbf{e} &= 0 \hspace{1cm} \text{(16)} \\
\mathbf{C} \bar{\Delta} + \mathbf{e} &= 0
\end{align*}$$

It can be shown that the solution can be computed by the following equations [Uotila, 1973]:

$$\bar{\Delta} = -\mathbf{N}^{-1} \mathbf{U} + \{\mathbf{N}^{-1} \mathbf{C}' (\mathbf{CN}^{-1} \mathbf{C}')^{-1} [\mathbf{C} \mathbf{N}^{-1} \mathbf{U} - \mathbf{e}] \}$$  \hspace{1cm} (17)

or more concisely as

$$\bar{\Delta} = \Delta + \mathbf{a}$$  \hspace{1cm} (18)

where:

$$\bar{\Delta} = -\mathbf{N}^{-1} \mathbf{U}$$  \hspace{1cm} (19)
\[ \Delta = \overline{N}^{-1} C'(\overline{C}^{-1}C')^{-1}[\overline{C}^{-1}U - C] \] \hspace{1cm} (20)

\( \Delta \) is the influence of the constraint on the solution. From (17) or (18), one can see the sequential nature of the adjustment.

If this approach is to be useful, then equation (20) must be evaluated to see if the computational burden negates any economic savings that led to the selection of aerial photography in the first place. Let

\[ \overline{N}^{-1} = \begin{bmatrix} M_{11} & M_{12} & M_{13} \\ M_{22} & M_{23} \\ M_{33} \end{bmatrix} \] \hspace{1cm} (21)

The design matrix for the functional constraint (C) can be shown to be

\[ C = \begin{bmatrix} e & s & i \end{bmatrix} [C \ C \ C]' \] \hspace{1cm} (22)

where the superscript \( e \), \( s \), and \( i \) relate to exterior orientation, survey, and interior orientation parameters respectively. Since the parameters only involve the survey points

\[ e \ i \ C = C = 0 \]

Therefore,

\[ \overline{N}^{-1}C' = \begin{bmatrix} s \\ M_{12}C' \\ s \\ M_{22}C' \\ s \\ M_{32}C' \end{bmatrix} \]

and

\[ (\overline{C}^{-1}C')^{-1} = (CM_{22}C')^{-1} \] \hspace{1cm} (23)

where \( M_{22} \) is block diagonal composed of 3x3 submatrices. Thus, one can see that only a small portion of the normal
coefficient matrix is needed for computations. If only a few points would be included within the constrained solution, then it would be necessary to extract from $M_{22}$ only that part which relates to points upon which the constraint is involved. The influence of the constraint can be computed on a point by point basis. Under the case where multiple observations were made on the same point, i.e., distances and angles to a number of adjacent stations, then correlation could be present and equation (23) would be formed completely. Again, because of the sparsity nature, no significant computational burden would be required. Sparsity is preserved because measurements normally involve adjacent points and seldom go across sections of land. This is not true for geodetic values though. In cases such as this, proper ordering could lead to the creation of a banded/bordered matrix in which methods such as recursive partitioning can be employed.

**KILLSBUCK TEST AREA**

A test adjustment was performed on the Killsbuck Area located in Holmes County, Ohio [Burch, 1983]. The area encompasses approximately 30 square kilometers. It was flown with a Zeiss RMKAR aerial camera with a focal length of 152.02 mm at a height of approximately 2100 meters from datum. The camera utilizes a 23x23 cm reseau pattern. The block was flown in two strips with a total of 32 photographs with 60% overlap and sidelap. A total of 81 ground points were used of which 38 were full control points, 31 were only vertical control points, 3 were only horizontal control points, and 9 were unknown survey points.

Three different adjustments utilizing Case III theory [Merchant, 1973] were performed on the data. The third adjustment involved fifteen distance constraints. Eight control points associated with some of the constraints were treated as non-control points. The standard deviations of the points which were changed from control to non-control status are predominantly below the 5-cm level after the adjustment. One of the advantages in using a sequential adjustment is that the influence of the constraint is computed and this information can be used to evaluate the integrity of the survey data. Table 1 shows the influence of the constraints on the survey parameters. One can see that in the X-direction, a very high influence occurs with points 1022 and 1024 which involved the shortest distance constraint used in the adjustment. Because of the large influence and since no perceptual change in the residuals for the photo observations can be found, it may be inferred that one or both have an error in their control value. A small error for the length of a short line would have a greater influence in the localized area. Therefore, one can see that this is a convenient mechanism by which the validity
of survey information can be evaluated.

<table>
<thead>
<tr>
<th>Point</th>
<th>X(M)</th>
<th>Y(M)</th>
<th>Z(M)</th>
</tr>
</thead>
<tbody>
<tr>
<td>912</td>
<td>-0.555240-01</td>
<td>-0.863590-01</td>
<td>-0.253450-01</td>
</tr>
<tr>
<td>1034</td>
<td>0.212810-02</td>
<td>0.339180-02</td>
<td>0.818350-04</td>
</tr>
<tr>
<td>1022</td>
<td>-0.134570+00</td>
<td>0.758900-01</td>
<td>0.368000-03</td>
</tr>
<tr>
<td>1024</td>
<td>0.101710+00</td>
<td>-0.571800-01</td>
<td>-0.858150-03</td>
</tr>
<tr>
<td>1018</td>
<td>0.279670-03</td>
<td>-0.664410-03</td>
<td>0.114540-05</td>
</tr>
<tr>
<td>1021</td>
<td>-0.285480-03</td>
<td>0.678300-03</td>
<td>-0.377550-05</td>
</tr>
<tr>
<td>105</td>
<td>0.912580-03</td>
<td>0.700360-03</td>
<td>-0.137560-04</td>
</tr>
<tr>
<td>164</td>
<td>-0.199370-01</td>
<td>-0.153420-01</td>
<td>0.150540-03</td>
</tr>
<tr>
<td>194</td>
<td>-0.164090-03</td>
<td>0.200300-03</td>
<td>0.693090-06</td>
</tr>
<tr>
<td>196</td>
<td>0.160760-03</td>
<td>-0.196210-03</td>
<td>0.653470-06</td>
</tr>
<tr>
<td>110</td>
<td>0.777520-05</td>
<td>0.207960-04</td>
<td>0.122270-07</td>
</tr>
<tr>
<td>114</td>
<td>0.787080-05</td>
<td>-0.210560-04</td>
<td>-0.554910-07</td>
</tr>
<tr>
<td>100</td>
<td>-0.733370-04</td>
<td>0.272840-03</td>
<td>-0.130430-03</td>
</tr>
<tr>
<td>101</td>
<td>0.749630-04</td>
<td>-0.271530-03</td>
<td>0.139340-05</td>
</tr>
<tr>
<td>2007</td>
<td>-0.873350-04</td>
<td>0.125520-03</td>
<td>0.888010-06</td>
</tr>
<tr>
<td>2008</td>
<td>0.879160-04</td>
<td>-0.126340-03</td>
<td>0.304440-06</td>
</tr>
<tr>
<td>2010</td>
<td>-0.906550-02</td>
<td>0.135700-01</td>
<td>-0.498950-04</td>
</tr>
<tr>
<td>2012</td>
<td>0.893950-02</td>
<td>-0.134090-01</td>
<td>0.365450-04</td>
</tr>
<tr>
<td>2013</td>
<td>0.103390-02</td>
<td>-0.283020-03</td>
<td>0.545140-05</td>
</tr>
<tr>
<td>2014</td>
<td>0.102050-02</td>
<td>0.279140-03</td>
<td>0.181100-04</td>
</tr>
<tr>
<td>209</td>
<td>0.821150-02</td>
<td>0.230590-01</td>
<td>-0.936440-04</td>
</tr>
<tr>
<td>211</td>
<td>0.696170-02</td>
<td>-0.196810-01</td>
<td>0.699920-04</td>
</tr>
<tr>
<td>2003</td>
<td>-0.115700-02</td>
<td>-0.404970-03</td>
<td>0.924290-05</td>
</tr>
<tr>
<td>2004</td>
<td>0.115740-03</td>
<td>0.405050-03</td>
<td>-0.496280-05</td>
</tr>
<tr>
<td>901</td>
<td>0.128030-03</td>
<td>-0.355830-03</td>
<td>-0.924390-06</td>
</tr>
<tr>
<td>1035</td>
<td>-0.127970-03</td>
<td>0.355690-03</td>
<td>0.194530-05</td>
</tr>
<tr>
<td>2015</td>
<td>-0.580630-03</td>
<td>0.134380-03</td>
<td>-0.483050-05</td>
</tr>
<tr>
<td>2017</td>
<td>0.580650-03</td>
<td>-0.134370-03</td>
<td>0.785470-05</td>
</tr>
<tr>
<td>210</td>
<td>-0.516770-04</td>
<td>0.107600-03</td>
<td>-0.426290-07</td>
</tr>
<tr>
<td>2003</td>
<td>0.527500-04</td>
<td>-0.109810-03</td>
<td>-0.602100-06</td>
</tr>
</tbody>
</table>

Table 1. Influence of the constraints on the survey parameters using the Condition 3 adjustment.

- CONCLUSION

The inclusion of a distance constraint within the bundle adjustment with strong peripheral control does not introduce an appreciable loss in accuracy. Therefore, the requirements for control could be held to some minimum value and additional redundancy provided for by the included constraint. This small experiment shows that the potential for accurate control determination is possible. This should be of value for other types of constraints as well. Finally, the sequential approach offers the additional advantage of computing the influence of the constraint upon the adjustment thereby providing a convenient tool in the evaluation of the included data.
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