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ABSTRACT

The purpose of the present study is to establish the kinematic description of the
three dimensional evolution of projections of particles, in an automatic way.

Particles, which are numerous and fairly similar, are filmed by two cameras placed
at two different points. Thus, two stereoscopic views of the scene, at any given
time, are obtained providing three dimensional information. The succession of such
stereopairs in a period of time then gives us an account of the information related
to the movement.

To trace back the trajectory of each particle, we need to extract these two kinds
of information, that is to solve a double matching of particles, both spatial and
temporal.

Traditional stereo matching techniques can not be used here, for the space being
observed does not have properties of continuity, which makes it impossible for local
solutions to be propagated.

For these reasons special techniques of graphs have to be developed in which
matching hypotheses, between right and left views, are progressively checked by the
coherence of the trajectories deduced from them. To escape the complete combinatorial
research, a kinematic model has to be use, which allows us to predict trajectories by
Kalman filtering.

1. INTRODUCTION

The purpose of the present study is to establish the kinematic description of
three dimensional evolution of projections of particles, in an automatic way.

To establish a kinematic balance, that is to trace back the trajectory of each
particle, the data of two image sequences of the phenomenon are given, they are
filmed by two synchronized cameras placed at two different points.

Consequently, two stereoscopic views A(T) and B(T) of the scene are obtained at
any given time T, thus providing three dimensional information. The succession of
such stereopairs in a period of time then gives us an accout of the information
related to the movement of these particles.

To be able to find out these two kinds of information one needs to identify, for
each particles and at any given time, corresponding projections from the two images,
as well as to identify thoses which immediatly follow them.

Therefore the problem we are faced with consists of a double matching of
particles, both spatial and temporal.

Practically, the task present some difficulties:

* Numerous, more or less similar particles are observed which may often be hidden
by each others (figure 1).

* The problem of temporal matching is in itself quite a difficult one too because
of temporal sampling which breaks the continuity of trajectories.

* Moreover the depth of the projections of particles is important enough to be
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responsible for considerable disparities, which makes even human interpretation
difficult. Thus it is impossible to take advantage of correlation techniques used
in particular in the application of aerial photogrammetry <SMIT>. photogrammetry
applications <SMIT>.

* Properties of continuity whithin the space being observed are not verified. In
fact, the particles "float" in space, now hypotheses of the space continuity
"almost everywhere", is a major point in most research on the shortcoming of
stereoscopics, such as that by Marr and Poggio <MARR>, <MAY-1>, which allows the
propagation of local solutions.

* Finally, every method using the matching of segments or points <LONG>, <CAST>
makes the hypotheses of the uniqueness of matching. This hypotheses cannot be
applied here since the particles can hide each other.

Since neither the continuity nor the uniqueness of matching can be verified, we
will have to develop specific matching techniques whose computing cost is higher than
those used usually in stereophotogrammetry (correlation methods <SMIT>, relaxation
labeling <BARN>, <BERT>, <HWAN>, <MEDI>, testing of hypotheses <GRIM>, <AYAC>,
dynamic programming <BAKE>, <BENA>, <LEGU>, <OTHA>, Hough transformation <MAY-2>)

For this reasons, special techniques of graphs have to be developed in which the
interpretation in terms of path is researched. Matching hypotheses, between right and
left views, are progressively checked by the coherence of the trajectories deduced
from them.

To avoid the complete combinatorial research, heuristics as well as a detailed
kinematic model have to be used which anables the trajectories to be predict by
Kalman filters <SCHW>.

Figqure 1: A stereopair exemple
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2. Experimental set up

Image recording

The cameras used are standard video cameras fixed onto a bench which enable the
focal distance, the distance to the subject to be adjust identically for each camera.
In the same way the distance between the two cameras and the convergence angle can be

modified <LAFO>.
Both cameras are synchronized and linked to a timer which numbers every frame

produced.

Digitalization

Images are then digitalized and memorized according to the following way:

Video-
camera A
Magnéto-
. scope A -
Synchroni
Video- ~—— sation
camera B processorl
Magnéto-
scope B
7. B. C.
Digital Digitizer Analog
disk (& bit) Videodisc

Figure 2: Digitalization

3. Preliminary picture processing

Systematical treatment

Because of the sampling, digital pictures are vertically distorted, this defect is
systematically corrected using linear interpolation.

Frame separation

The images ar the processed to separate the even from the uneven frame in order to
produce two different pictures which correspond to successive time intervals. Thus,
we take advantage of the rate of acquisition of the frames which is of 1/50 th of a
second.
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Registration

By setting up the bench properly, it is possible to adjust the cameras in order to
make the video lines correspond to the epipolar lines of the observed scene.

Eventually, digital registration techniques can be applied, if serious distortions
appear <BONN>, <BENA>.

Particle extraction

A detection process of stains (that is the projected image of one particle on a
view) is now used.

This process provides attribute vector (luminosity, surface, centre of mass,
minimal box...) and a label for each stain which caracterizes them.

However, some ambiguities are left, due to the fact that one stain may include the
projected images of different particles which hide one another.

4. Processing

Correspondances are to be identified between these stains, on the one hand, from a
period of time to the following one, on the other hand, from one picture to the other
picture of the same stereopair.

The trajectory of each particle will be represented by a graph which is
sequentially developed. Simultaneously, the kinematic behavior of the particles is
modelised by using Kalman filtering applied on the particles center of mass.

Representation of results

Every trajectory related to one particle is describe, by a tree such as:
* The depth of the tree gives us time
* Every node of the tree represents a possible position of the centre of
mass of the particle in the 3-dimensional space at the given time T. A
possible position corresponds to the association of two stains on the left
and right views.
* The successive nodes represent the position of the same particle at the
next time T+l. One particle can divide itself at any moment, so every node
may have many successors.

There are, at least, as many trees as there are particles counted at the initial
stage.

Sequential process

At the stage T-1, all the trees are developed down to the depth T-1. Then, at the
stage T all the nodes of depth T are built. For that purpose the subproblem of
tracking has to be solved for each final node of depth T-1.

Resolution of tracking subproblem

Let us consider a node at depth T-l. Kalman filtering is processed on the N upper
node values, that is the N former positions of the particle in the 3-dimensional
space. N being there the order of the model used for the Kalman filter. Thus the
position of the particle at the given moment T can be estimated with some
uncertainty.

Therefore, a research zone is defined in 3-dimensional space which projected onto
the two pictures A(T) and B(T) provides two 2-dimensional research zones ZA and ZB.

Each of the zone ZA and ZB may or may not contain stains. If they does, only the
pairs of these stains, one taken from ZA, the other from ZB, which can be associated
with each others are retained. The stains can be associated to each other if they
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share some common epipolar lines together, and if they obey a criteria of similarity
based on the attribute vectors of the stains. One stain can be used for several
associations (case of hidden particles).

The location in 3-dimensional space which corresponds to each association which
has been retained, constitute a new observation in the Kalman filtering process and a
new node on the graph.

Then, for one given node, as many succesor nodes as the associations we retained
are built, the position at the given moment T of the filtered trajectory
corresponding to the new observation is attributed to all of them.

If no one couple has been retained, and if the particle is not outside of the
field of view, it is considered that the corresponding branch of the tree doesn't
represent any valid trajectory, and, therefore, must be suppressed.

remark s
When for every tree all the nodes at depth T have been constructed, all

unused stains in the two images A (T) and B (T) are examined. For every
pair of those stains which can be matched a new tree is then constructed
which begins at the depth T and which is initiated in the same way as the
initial trees.
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Figure 3: Stains association

Initialization

On the N first stereopair of images, a large number of combinations of the
temporal and stereo associations is defined, in order to avoid missing any possible
trajectory. These first element of trajectories make possible the initialization of

Kalman filters though many of them may be rapidly suppressed.

5. Results

The use of the algorithm, in a simplified form is then introduced, in where the
particles are not too numerous and quite well separate. Figure 4 represent some of
the images from the sequence which has been studied. The images have been pretreated
so that it is possible to extract and label the stains.
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Figure 4: Exemple of stereoscopic sequence of images.

A kinematic model of the second order is used for this purpose. In fact, the
particles which are subject to a certain amount of contact are filmed when their
speed is more or less stabilised.

different kinds of trajectories are obtained:
*interrupted trajectories:
-if the particle went outside the field of view (figure 5 case 1)
-if the trajectory is not valid (figure 5 case 2)
* complete trajectories:
- when the trajectory is correct and correspond to real particle
(figure 5 case 3).
-when the trajectory does not correspond to a real particle but is nethertheless
valid. This appears for exemple when two particles are moving whit the same
speed on parallel directions. (figure 5 case 4)

- 429 -



NN AN NN NS AN AN AAN e A RAReadi SR ANAaesnncaddteandARARIINOIUITNITIVOIDIVEIORIIBOINETY
o TEMPS o 1 ) 3 . . . 6 1 7 . ]

bacddosetenadescnesndadnakonaandaniadteatindeatasttiareaRadaacatnanatdaRadcahatanbnttanal

[
e
e
N
3
0
0
®
°
By
.
"
o
&
-
e
e
8
.
a
3
.
«
®
e
e
a
a
]
e
>
°
a
.
a
6
°
a
e
e
o
e
a
.
0
&
&
®
0
®
a
e
«
L}
.
0
@
Iy
®
e
L]
e
e
a
.
a
0y
8
°
e
.
®
.
8
a
¢
.
s
.
.
.
.
.
L]
a
)
.
.
®
.
.
.

N 1s 2.2« 3. 2+« 3. 3¢« 3.3« 3. 3« 3. 3+ 4.4+

@A eAReNEaNAAineetodsaaaeadnaadnnandanetosanddcantanageacaaencadcnancaasodnnadacen

e 1, 298 2, 3« . o o « 0 .
a - 2 . 4 e o . - " - o
08AMRAAENARERAANEAN0RARE INAARANaRANRaAAeAlacaadanatadedalaaascadandudadbnanabanad
« 1t . 3a&a 2, S5« 3, 22 @ " € . .
. . & 3. S e 3, 6= . . .

B AAMAANENANEeNREANANAAARNAAANAReARANARtANdN ARARRARANSANdAdasRUREAeRERREREERD
e 2. 2 3. 3ae 4, 3x 4. b &, & 4, b & b S, Sa
° ° e 4 . 44 4. 5 e . 0 . °
. . « 4, b e . « . . .
. & e 5, Ja& 5 ., 4o 0 e ) 0
. . « 5, &% 5, S5we 5, Se S5, 5e¢ &, 6 b6, b6
“ . N . . 4 « 7. 606 b6 . 6 e
« a . . . @ . e 8, 6
0 . « 5. 6 a o o . w
0 " ¢ 7. 3 & . . . . .
a o « 7. 4 & 7, 58 7, 5@ ® . «
. ° e 7. 64« T, B e . B . .
o L R S S e N I R e R R
- . e b, L& 4 . 5 ® . . .
. . e S, 3 & 5, 4 = ® . . .
. ® ¢ 5, 44 5, S5e& 5, 58 5 S e 6., b6¢ 6. 6
. . 0 . . . a7, &% 6. & e
3 ° . 'S e e -« A 8. 6 ¢
) ) 0 L] k) e 1. S e & . 6 &« & 6 &
. . « T . 3 N . . . .
@ 3 e . 4 e 7 . S« 7, Se . e @
G 60aRAaRoaentanate RalAhesataeanaRoAaAdaANaANtsadndasaaadntatacensAndanRRdéRtannnds
e 2. Se& 3, 66 &, 3a &, ha 4, b . . L]
2 - @ 4. A &k, kb, 4w " * .
« e L} a4 . S e ] e ] .
° ® a 4, b & . S e &, S ® L .
s « « 5, 3« « . . . .
a " . S . & = ] - ] . ®
» . « 5, 6« 5. S5e 5., 5 . ] 4
® ® e 7, 3« “ ® ° * *
o " 4 7 . 4 » * L) * *® .
% Y . 7 . & s 2 * - . .«
o * « 9, 3 e * . " ® .
a . &« 9, 4 ¢ @ * « @ .
o « a 9, &0 7 . 8 e - « . )
e & . e 9, B * . . .
0 0MaReARANAAGANIANARasdineodEAdintaalennRARNARRaNalnedsGReewrRaneasedunalaoadandean
e 3. 34 &, S8 6. S5 &, 60 6, 60 6. 60 5, Se 7, 7o

N e ANARARAeaidedanceedaRdalanididacaRAtedotideadadeadearadndedanavansasedteaanes
@ 3. & 4, Ve . . . ¢ ¢ L
80 ER0RANABRARAAARE00NoANAINNARARAARAONEERANAasanadadanadnidcadasdasEnacraaatdannes
Y N S = 4 . 6 & . « - . o &
e aeaRaaaaaRAMANRNAARSANRAPAREAAG o uRARANCRARSANANMKAGIRGANARRbadatssRatrsaRtas
s 3. 68 4 . 84 & . 8 e - " N « .
AR EAANAENaANEAGENA0ta0RANEARNAlCAAAABAedtduaatiadadcentdentdAlRadnandadbaacashanes
s 4. 4w 6, 7 8, 7 8, 2« 8., 7+ 8., 7Te B, 7 9. 9
06 08A0A R0 A0AARRANGAARAAARBARAABAAdedcRAREdRiINeARNAaNRAEddARRdNAAUAatdRstRodRaRRRaS

« 4, S5e¢ &, 60 B, b2 0 . 0 o 0
.tllll‘QQl'.lt.l‘..i!t...l.l'.l.lt'..t'l...l'.!h!‘.l.‘Q..Rl‘.l't.'l....ttt'..l..l
“« 4, 6% &, 8 8, B B, 90 8, 8¢ . . .
'Y - a B8, 9 a " & '] 'Y
'llll‘l'.'ﬁl.tlt..‘.‘l...l..ﬁ.!t‘Q..t!llh.ﬂl..ll..l..lltlt'.t...'.l.‘!ll.lﬂhtltl!
e« 5, s e S5, 6« 7 ., 60 . ® a @« .
. ® 9 . 6 ® 7 . 8 e e 3 « «

" o s 9. 8 e 1) 3 ] .

« 8., ¢ 7, 6+ . ¢ . @ .

. o 9, 6e¢ 9, 8 2 . #* o ”
.lt.t'...'QQ'..'.‘Q‘ltl..i.'.‘Q.ltl."t‘ti'...!ﬁ‘t...‘!!'.t'.llﬁﬁ‘.ll'lt.l..‘.t'
6 . 6@ Y . 7 &40, 7@ . 0 . . .
.'.'ttl.l‘l...'..i‘...'..‘..ll"li.l'..‘.Q.‘t!t.QQl.“Q!tﬂ!Q!l.!.'.l'..‘....t.i‘
6 . 5 V. b« ® « o e a "

NG NEB00NNNNARsEad cARaaNEARNARARAIddnddnnaaddaatadnedscaeanedaRaNoRakanakaneded
6. 6% 7 ., 8210, 810, 9 9, 8e 9, B 10, 9831 11
.

- a 10 ., 9 & N -« - ®
‘ﬁh.ltlt..nttl.a.ntt.'nﬂltt....‘ttl!.tt.lttn..nl.nl‘qA.l.lhl.hﬁlnh!t‘t.t.nnltlt.
6. 7T & 7, 910, 8o . ’ * . « e
- «10. 910 .10¢ 9, 9« 9, 9«10, B« 31,100
l.t.l.'.tto.nl‘tt‘.n..l!l!c.‘ﬁn‘llﬂl‘t-t..‘.tl'nt'ltnhtl'l.tlttt.tt.tlnlnll.‘.tt
T. 7 9. 9811, & . . « . »
« « 41 . 911 , 10 10, 9410, 9« 9, 8¢ 10,10

.tl‘atnllllt.ttltaltl‘t.alql.ltlt‘ln.tl!.lcn...'t'lQtl."tlt.at.l‘i!.‘h“t‘.!l.l
8. 8010 ., 10 &« 12 . 10 # 12 . 11 ¢ 11 . 10 & 1t . 10 « 11 . 10 s 12, 12 »
.!tlﬂlntl'nlali.-"!itl.n‘l'.tliinl.tiltttttltt!aﬂﬁnl.!llltttl..'.ntntl.nh.tﬁtll
9 . 9 e 11 . 11 & 13 . 11 @ 13 . 12 % 12 . 11 @« 12 .11 & 12 . 11 & 13 . 13 e
.ll‘ll.-ltl!.lltlti!ltl!.ial.tntlttlll.ttnltl.‘i.'Qtt!".lltlll..tttl.t.t.ﬁﬂ'.!t
. s . #1311 & 13 12 . S . .
. 10‘” 12‘13-12‘13.13-!2.12-12.12‘12.12'13.”-
] * R - - a

2P omR 3B 08D 5800 3D0 R DD D D0 DR

» e 14 . 11 e
. L] A 16 . 12 8 16 . 13 @ L L] ] -
a--ntant-to-t"-'t-q..--cnn-tannttnn-¢.--an-aq-nl-t-taa-qn-annt.-a-.-anan--nn-nn-
# 10, 9 & 12, 11 & 14, 1Y e L] . L L] i

B WBedReananatotalaacsaraled asandoneranracsonRninaatotanenddndatavnatananasannaee
@ 10 . 10 & 12 . 12 & 14 . 12 @ 14 . 13 e 13 L 12 & 13 L 12 ¢ 13 L 12 0 14, 14 e

O ha oA easdeatsaadeonnisaAtARAkAsdanaanddanasasinaerindesvinandiaadndtannnanncasaannar

11 .11 +13.13 15 .13 +156 .14+ 14. 13 14.13 " . .

e esoaabncantaa hhasa0aaPAasaladasiNdsiNacearadesaadRanatansdtsinRAAnAAARARAANcREA RN

Figure 5: Trajectories obtained.

6. Conclusion

The proposed solution is a suboptimal one, a more

Case 1: trajectory 11/11,
13/13, 15/13, 15/14, 14/13,
14/13 correspond to a
particle went out of the
field.

Case 2: trajectory 2/2, 3/4,
7/3 is not valid and then has
been interrupted.

Case 3: trajectory 1/1, 2/2,
3/2, 3/3, 3/3, 3/3, 3/3, 4/4
is complete and valid.

Case 4: Trajectory 9/10,
11/12, 13/12, 13/13, 12/12,
12/12, 12/12, 13/14, does not
correspond to any real
particle trajectory but
nethertheless is a valid one.

rigourous solution would use

unique representation of all the possible associations of stains at every time T, and

the resegrch of all @he existing trajectories in that array. The complexity of that
problem isn't polynomial and leads to prohibitive computering costs.
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By sharing the problem of each of the particle and by making a full use of
knowledge of the process we are studying, we can considerabely reduce the complexity
of the problem, which nevertheless still depends on such factors as: number of
particle, ratio between speed of particles and speed of temporal sampling, distance
between the two cameras.

To limit these costs, for the more reasonable exploitation of the method, is one
of the aim of our study.
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