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Abhstract

A new concept about gross error was discussed , According to
the fuzzy sets theory. Through considering the error subsets
and their power zet as well as the whole error set , it can be
seen that traditional blunder detection can not be fully effi-
cient . Based on Ffuzzy comprehensive estimation theory, a
synthetic technigue that combines data snooping , least
sum method and some prior information to detetect blunders
was proposed . The technique was tested by using close range
photogrammetric data and the results were encouraged.

1. Intreduction

In the practical methods of blunder location , data snooping
and a lot of Ffunction of weight with robust properties for
blunder detection show effective in & certain situation . But
sometimes not any case in these methods can obtain fully sa-
tisfactory result at different svystem of adjustment . bihether
the statistical guantity in data snooping or robust weight is
the function of residuals , because gross error have been
smoothed and distributed over many observations atter the
least sguares treatment , the residuals can only reflect the
observations that may be contain blunders in a certain
extent, = the methods of blunder detection would be affected
by the least sguares adiustment . Sometimes the influence can
not be overlooked bhecause in some seripus situation it might
brirfg  about some pernicicous result . In the matter of fact ,
zince the factors that lead to blunderes are complicated 4 the
blunders have some fuzzy properties . From the view of fuzzv
sgts theory , the paper discussed the phonomena of ervror’s
fuzzy properties and the interaction of random error set, sys-
tematic error set , as well a=s gross error set , revealed from
another point of view the reason why the methods of blunder
detection can not be fully efficient, and propesed a synthetic
technique for blunder detection .

2, The description of gross error’'s fuzzy properties

Under normal condition , the causes resulting gross errar
relate to many aspects , it may be due to the condition of
observation , the instruments , the shkilled level of observer
even his mood o psychologyical quality 78S or may be the
interation result of these respects . Thus the gross-errors
appear some indefinite characters in statistics and some fuzssz
properties .
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2.1 The phonomenon of non—-normal distribution of random error

When describing and treating random error , traditional theory
of error almost suppose that random error iz with normal dis-
tribution strictly . That is the necessary result of central
limit theorem . The assumption can simplified the analysis and
solution of random error . But we should pay attention to the
presuppositions of central limit theorem :

(1) The numbers of terms of sum must be very large ;
{2) The contribution of every trem to the szum is very small .

Normal distribution is a approdimation to the practical dis-
tribution while the above presuppositions have been satisfied
to a certain extent . In the fact , it is difficult to say any
practical case can result in a real normal distribution . QOb-
viously , outside about £ 26 of normal distribution density
function , especially beyond the x2.%0¢ , It’'s hard to believe
the normal distribution is correct depiction to the practical
zituation . This trend is much conspicious when there are some
blunders in observations . We know that normal distribution
iz based on the following inference @

There are equal errors £E6i/2 (i=1,......k) , they play the
same role in the sample , then the density function can be
given by :

{1i~2(1i)7

(15 )= ! i -
F{1i) v 5 emp{ " dﬁ } (2.1.1)

z.

however, in the practice, it is possible in some special con-
ditien , such as exsiting blunder , that L elements in the k
elements da not play roles or the roles not equal , if the
gffective elements are m=k-1, then we can get the following
deformed normal distribution denmsity function 71/ =

§ ‘;11) J‘ E\Dl"‘_—‘,—“‘dm (A—'ni.a’-)
EJZ” ° - Y 8 J“-’”
wi'E' e 3 ; (lnj‘"(i lcl.’ g". n

o 3 variable parameter . depend on the cbhbservation condition

As matter aof fact, the random errors often trend to Eq.(2.1.2)
sthe deformed normal distribution density function. So the me-
thods of blunder location ‘that based on the normal distribu-
tion of random grrors must have some  approximate properties,
Sometimes it can cause unsatisfactory result .

2.2 The indetinite and discrete properties of gross error

In the ohservation process , because of the complication aof
cause  that result in blunder, the distribution and the inter-—
action of blunder will present some indefinition and discre-
ticn. Suppose there is a blunder & in the data of observation,
its symbol can not be determined , the practical blunder may
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be + & or ~2%, we can consider it would be one of them in egual
probability .

1+ there are two independent discret blunders &y, and +2g,
then the sum 48 would be the following possible value :

68= Cgi+ £32 al = 27! - s
2L =m— 23' + 2:33_ &8s =— 2‘7,‘-291 (2.2.1)

let three blunders be %%, *Z and *2,; , then the sum 4L would
be the following value :

a4ag = iﬁl‘f’zﬁl '1’253 625—231’231-2‘93
at = 31+ & ~253 2T = -251 -850 4 %3
45 = g - &3 +&52 ag= ~&n +252 -235 {(2.2.2)

s < “’87\-"231 -3 al= &5 + &5 + 253

that is to =zay , the sum of blunder may be in a definite way .
Assume the number of blunders is m , the forms of sum would be
2™ . consequently , the indefinite and discrete properties of
gross error can lead the whole error to deviate from normal
distribution , and make the normal curve appear longer—tailed
distribution . Also , the tail of the curve will present inde-
finite character with the apperance of the number,the guantity
af graoss error . This must bring about a certain difficult to
the method of robust weight function that remove the affection
of the tail. Because in such indefinite condition , any robust

tfunction hardly idealy approach to the variety of parctical
condition . :

~
-

o Error sets and their extension

Error set means the whole error elements that have some spe-
cial properties . Let :

X 1 The true value
1i : The value of observation , {(i=Fl,.c...0n)

Therr the true error is :
Ay =] g X
So, the +ield of discus=sion of true error set :

u=f 4y, b2, A,n}
={ A1 /4i true error elements ] (2.3.1)

Let &y be random error elements {(i=l,......n) , then the random
griror set can be given by 3

A=f Er, Era, oo, 2"}
=31 &ri/ &y, random error elements} (2.3.2)

Let lsibe systematic error elements (i=l,......n), then the
systematic error set can be given @

E:{isv,iga, ..... P Zs.lf
=f€s=/£s;5y5tematic err o elements} (2.35.73)
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If there is a certain number of gross errors in the obsarva-
tion , and the possibility that gross error may appear iz  npot
emall , in such condition , it can bhe said that gross errors
have exceesd the bounds of random error . Let &5 be the gross

errar elements (i=l,......m) that may present in observation
, then the gross error s=et is given @

4::{52"» 831.,-.'.~ .-.'83"‘}

={ ey /8o grass error slements (2.E5.4)

In the above sguations : &néA, EiéB, 96T, and uDAa, uDH,

w2, generally we have :

{ir»‘*‘ Esi+ Eq; { E9:% 0 )
= (2. 3.5
Erit+ Es (2. 5.3
theretore , the field of discussion :

u={ A, B, C } (2.3, 6)

The sets of above are based on the traditional set theory . In
fact , according to fuz:zv set theory and the error’s fuzzv
properties , the demarcation lime of the random error- set A,
systematic error set B and gross error set C is indefinite so
that it i= difficult tao distinguish their bounds . Therefors,
when consider error sets , we szhould transgress the limits of
ardinary set theory and extend to the fuzzy sets . So the A, B
and C ssts should be &, B, and . Whers the &, R,and L should
be comprehended as the fuzzv sets of random error, svstematic
eryror and graoss error , the so-called fuzzvy set means that the
sat s content is definite but the bounds mayv be indefinite or
having some fuzzy properties. Thus, we can get the extension of
grror sets ,the field of discussion 3

u= § A, B, £ } (2.3.7)

Frrom (2.3.7) , we can get the powsr set of error s

-

P{L‘:’={¢ By By L, (880, (8,0, (B,Q)., (4,R,0
2.3.8)

Wa see from the (2.3.8) that the error of obserwvation can ap~-
pear in dif+erent forms . Obvously , discussing the terms  in
the power set of errar, the interaction among different erraors
i more distinct s

The empty set @ @ there iz no error in chservations. it is
ssibhle in practice .

Only the =et & 1 only having random srror in cbssrvation,
no systematic error and gross error , it's an ideal situation
and hardly possible in practice .

(3} Only the set B : there are no random error and gross error
but systematic error in cbesrvation , such cass almest can not
be present either .
{4) Only the =t £ @ there are no random LT e
grrar and svstematic error but gross !
grror in  observations 4, no  possible in T
reality .

(Z3) The set A and set Bithere are random Fig. {2.3.1)

s

R

— g
W]
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error and syvstematic error in the observations at the same
time and influence esach other . ({(Fig. (2.27.1Y),usually the srror
af observation ofttern appear in this form .

(&) Get A and set [: there ares random ervror and gross error in
ohservation, no svstematic errar, it may be an assumption case
{7} Set B and sat Crthere are systematic error and gross error
but random error in observation,it can be an assumption condi-
tion .

(8 Get & 4, st B and set £ : three kinds of errors exist in
obsarwvation. It make the errar form of obserwvation appear some
indefinite and fuzzy properties . Here , if C=¢ ; then the si-
tuation exuviates to the case at (5) .

4

. The =svnthetic technigue for hlunder detection
Z.1  proposal of the problem

In the technigue of blunder detection; usually the statistical
tast wariable /37 74/ in data snooping is given by s

fTpv

M G TP QP OE (%, 1.1)

whaen the observations(11,12,..40:..4 1In) are indegpesndent so the
weight matrix is a diagonal matrix , Eg. (3.1.1) become :

Pi vi - -

Wi = hoda L osoa

6o (Pi §u PDOT

In the practice , it is convention to represent the ¢. by the 6

af estimation. Thus we can get the statistical test variable
with t distribution of freedom degree {(n-u—-1)
t = ‘ﬁ;liL—‘ ~ tin-u-1} (Z. 1.3
S J 94
hero = TPV_.Ml
- (V Yi ) n=-u-—i

If there i= only a blunder , data snooping can obtain an ideal
autcome . In this situation , the obserwvation to the largest
statistical test variable exceeseding the boundary value may be
the blundar observation . But when there are a3 certain number
of blunders in observations , the largest one of statistical
tegst variable is uncertain to the observation that may contain
bBlunder . At this time , i¥ we consider the observation to the
largest test variable as blunder observation, it is possibe
that we may commit the tvpe I error . From the view of stati-
stics, usually.the tyvpe I errar is worse than tywpe II error.
Zo the problem is which ocbservation contains blunder corres-—
ponding to the test variable that exceeds the rejected value 7
that is how to make a strategic decision to locate gross
arror 7

Another technigue for blunder detection is  robust estimation
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/37 . usually , it mayv be done iteratively, by successive app-
lication of method of weighted least sguares . Because the
weight is the function of residuals in the foreging adjustment
, that is P=fiv) . It is difficult to avoid the influence of
lzast sguares . In the methads with robust properties for
blunder detection , least =zum method is effective , it can
vield nearly optimal outcome and can avoid the influence of
least sguares. The residuals of this method can reflect corre-
ctly mast of the agross errors in abservation . Concerning the
algorithm , because of the developing of the revised simplex
algorithm /77 of linear programming, least sum method in adju-—
stment system for blunder detection become sasy and can be use
in practice . But the optimal solution of linear programming
iz not neceszary unigue . When there are a certain number of
blunders in the system , though maost of the residuals can ref-
lect the gross errors of chservation , it is not certain that
all residuals can do so . In such situation , according to the
residuals, we may doubt that some correct ochservation may con-
tain blunder , this may bring about some uncorrcet lacation of
hlunder . How to make a dicission corresctly from all residuals
to locate graoss errors with least sum method is a interesting
problem . If we can combine least sum method which is not
atfected by least sgquares with data snooping , and some priaor
information teo loccate blunders , we can certain obtain an ap-
timal approach to the klunders .

I.2 The principle of fuzzy comprehenszive estimation
(1) fuzzv transformation

Let U, V be finite sets @

U={t ;U2 yuenousslim]
V=i, ,V2 gyeennwaeyVn]

and let R be a fuzzvy transformation fraom U tao V :

o Fia 22 5 a3 8828s52sanmn Fim

".L)

pr

Y T O

According to the compond calculation of fuzzy matrix, R deter-
mines a transforamtion : let A be a fuzzy subset of V , we can
get another fuzzy subset B of U :

4

-2»1)

E= AR ¢

Egq. {3.2.1) is so-called fuzzvy transfarmation . We can use it
to mak styrategic decission of a complicated system .

(2} Fuzzy comprehensive astimation :
Let U be the comment set :
U={U, glaensssarsnsnsslim] (3.2.2

the number of grade is m . let V be factor set :
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V={v.,vz,.,..........vn3 (3.2.3)

the number of factor is n 4, if the comment R to the factor i
i @

Rizi!’n,V‘;a........a....l’;m}

~

Then the whole commert matriy of n factors is :

i e s ssasssasswnee Fm
i
R= |
.
Frt s e e e e e e w I P

The fuzzy subset A to ¥ can be given according to the opinion
of expert or the experience :

A=(a, 482 yasswssnssssa@a)
S0 the model of comprehensive estimation :
B= A*QH {3.2.3)

it can be illustrated by the block diagram :

8 B
B
whole factors comment results

comment matrix

In Eg. (Z.2.3) ,let :

1

XE= AR

that is : gqul ,b:,...--nnu-:bm}=ﬁ"§

W - Ky .
where by =Viajargi=max{ min{a.,rjydmin{a: rjdyveenas
e v ann s MINCER ;) ] Z.2.4)

Eg. (Z.2.4) , are the Zadeh operator /&7 /97 7107 .

Similary .futher let R be :

8
8. R
T = (Biidnem
8a

we can get the second stage estimation :

n*

AR = Ax | T 7 (Z.2.5)

?

descripted by the following blaock diagram :
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F.3 The model of synthetic technigue for blunder detection

Changing the problem that how to make a strategic decission
for blunder detection and elimination in data snooping , least
sum method and some prior information into the comprehensive
pstimation problem ;, we can get the mathematical model :

The set of factors :
v={viy vay val (3.3 1)
where w, 3 the least sum method detecting wvector .
va 3 data snoocping detecting vector .

W3 some prior detscting information wvector

ommeant @

-
T
iy
in
in
r+
g
by
n

s ]

U= uiy wal F.3.2

whera u, ; contain gross error
W NO gross error

From the experience , let the fuzzy subsst A to V be s
A=1 0.5 , 0.45 , 0,05} (Z.3.5)

General comment matriy =

Rl Fa M2
E'—' Ra|= “a 2 Z.3.4)
R L 32

Because containing greoss error with no gress error is exclu-
sian , i let least sum method’'s subjection function for dete-
cting blunder be ru=us {x),then ra=r. =ug. (x)=1-ug ), similarly
s the rest functions are :

ra=wg {d) , raa=1-ua {d)
Fu=ua (), raa=1l-ug(p)
Therefore the general comment matrix :

uag (@), 1—ug ()

R= wa (di 1-wa(d) (Z.3.5)
ug (R 1-ugq (p)
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Where Eg. (Z.3.3) 3

fvil /max{ |v:i} maxf[v:ﬂ%Edo
up ful= { 13,3040
fvil/ 2 max{\vil} <36
wi/man [ owil max{wi} »3.3
up (d)= { (Z.3.7)
wi 3.3 max {wil <33
wa {p) @ pricr information detecting vectoer . IF it is
not be given , w {(p)=0.5
Where Eg. (Z.3.63 ,{(3.3.7) :
wi : the residualsz of least sum method
wi 3 the =statistic test variables
Consequently , the mathematical model of STED @
E= AR
wa (>0 1--t1a (30
=1 0.8, 2,45, 0,05 )| ua id) 1-1g 1) 13.3.8)
ua {p) 1~ug ()

for every chservation ,we can get Bi , {i=1,2.........n). Let
F be check value , it can be given asccording to the practical
condition.BSimilar to the second stage =sstimationn,the obhserva-
tions corrosopond to the containing gross error factors larger
tharn the check walue in Bl can bhe comsidered as bklunder .

The following i= the +low chart of caleculation :

BEGIN

INFUT ALL
DATA
]

LEART SQUEARS
SOLUTION

¥

DATA SNODFING
DETECTION

|

\ YES
| FIRST SOLUTION S =MIN
J SOLUTION

STRD
DETECTION

!
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1

B MQ
CONTAIN ELUNDER: AUTPUT
1 J RESULTS

ELIMINATE
X BLUNDERS ;

4, Conclusion

According to the theory of S8TED , we completed a bundle adju-
stment praogram of automatic detecting and eliminating blunders
in close range photogrammetry . A series of experiments was
performed with the data which are extracted from test field.In
these evperiments, different number of gross errors ,types and
their cambinations were considered.lompared with single method
. such as robust weight function , data snooping and least sum
methaod, the outcomes shown that STED was more effective in the
respects of correct detection of blunder and the solution of
stability. Even many of the small blunders lesser than the low
detectable boundary 74/ /5/ cowld be found and located when
the check value F was given rigorously . If we can make full
use of the symmetric peculiarity when solve the linear progra-
mming prablem with revised simplex algorithm , the synthetic
technique for blunder detection must has great potentiatities
in practice .
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