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ABSTRACT
This paper presents the geometric design of a new approach for an automatic vehicle based recording of building facades. It is based on the use of 3 partially inclined and vertical linear CCD arrays as the primary data sources. Other sensors support the retrieval of the exterior orientation. This mobile camera is used for data acquisition of the geometric model of building facades and the recording of high resolution photo texture. The requirements and constraints for this system and the theoretical background for the effect of motion disturbance due to sensor motion are discussed, and lead to the arguments for the development of the proposed system. We show recordings from a line sensor and discuss preliminary results in automatic motion detection. Methods for the creation of normalized images are explained. The major advantages of the proposed system of conventional area imaging technologies are the possibility of continuous recording, high resolution images, acceptable amount of data and the fulfilled requirements for the data acquisition of photo-realistic textured 3D city models. Our approach offers an inexpensive data acquisition method for generating photo-realistic textured city models and provides good raw data for reconstruction of a geometric model of a building’s facade.

KURZFASSUNG

1 INTRODUCTION

1.1 Photo-realistic textured 3D city models

Photo-realistic textured 3D city models offer new and exciting possibilities for city planning, interactive visualization of the dataset, simulation, training and effective data manipulation [GMB95].

Input-data for city models consist, among others, of 2D data from geographical information systems (GIS), digital terrain models, aerial photographs and images of facades taken from street level. The fusion of GIS data and data derived from aerial photographs results in a coarse model, the so-called building box [GMB95].

1.2 Related work

Compared to methods of [Fra95], using a camera with fish-eye lens on top of a car, [Koc93], [Koc95] using video cameras, and [AB95] using a combination of Video, GPS and odometric sensors, we propose a system based on line geometry. The latter technology and the use of linear CCD lines in satellite scanners is described in [ORS92], [Hof86b], [WSS94], [DLW86], [Ebn92] in great detail.

Figure 1: Snapshot of a photo-realistic textured 3D city model ("Eisenes Tor", Graz, Austria). The fusion of data derived from aerial photographs and images of facades taken from street level can be observed.
A different semi-automatic approach for building extraction and photo texture deduction from aerial images is shown in [LLS95] and other publications from the University of Bonn.

1.3 Modeling

Photo textured 3D CAD models (see figure 1) have so far been created by hand at great expense [GMB95]. Much work has to be accomplished manually [GMB95] in the generation process of a photo-realistic 3D CAD model. Transferring GIS data results in building-boxes, which are rendered with textures from aerial photography and images taken from street level. The fusion process requires extensive manual work for the modeling, thus, a high degree of detail (bay-windows, balconies, ...) is only being achieved in experimental and small models.

1.4 Motivation

According to the previous discussion, the main objective of ongoing work is to find methods for semiautomatic or automated data acquisition and object reconstruction. This is valid for reconstruction from both aerial photographs and terrestrial imagery.

The support of an intelligent fusion of input data, the automatic recording of high quality photo texture of building facades and at least tools for the semiautomatic creation of geometric models of facades have to be provided.

We will focus on the design of a system for the automatic recording of building facades in this report.

2 ISSUES OF THE DATA ACQUISITION

2.1 Principal recording configuration

The principal design of the system is shown in figure 2. A vehicle based recording unit is moved laterally along a building facade. The 3 vertical CCD-lines are recording the facade continuously and simultaneously under different angles in order to allow stereo reconstruction and occlusion elimination in a subsequent processing step.

Figure 2: Principal recording configuration: The assumed coordinate system, the line sensors and the area sensor are shown. The car's center of mass is indicated by "m" and the vertical outrigger is denoted by "or".

An additional area sensor is indicated in figure 2 to support the automatic orientation and camera tracking process. Odometric sensors and a laser distance meter support an algorithm for the reconstruction of the recording path.

For a more detailed description of the complete implementation see [Mar95b] or [MSh96].

Figure 3: Recording constraints in urban environment in practice: One distance corresponds to the old part of town, and the other to the area around the center of a city with wider streets.

Two examples of recording constraints faced in urban environment are shown in figure 3. One distance corresponds to a narrow older part of a town, and the other to areas around the center of a city with wider streets.

The distance between the optical center and the facade usually is limited by the narrowness of streets and the height of the outrigger is limited by the overhead contact line of street cars and an unacceptable amount of oscillation.

Figure 4: CCD platform: The relative orientation of 3 linear CCD arrays in one common plane is shown. The shift of the center of the lines from the optical center also can be observed. The following angles were chosen: $\phi_0 \approx 20^\circ$, $\kappa_0 \approx 10^\circ$.

The similarity of the used technology to satellite scanners [Hof88] or aerial push broom applications is given for geometric concerns of the principal configuration. The difference though is the fact, that satellite scanners follow a quite smooth path over practically flat terrain with no regular structure, while the facade scanner has to operate along a rough path along assumed planes with the knowledge of regular vertical and horizontal edges.

The shift of the center of the linear CCD lines from the optical axis is shown in figure 4. This is done in accordance to figure 3 to omit recordings of ground regions and to keep the advantage of parallelism between object and sensor plane.

### 2.2 Requirements and constraints

The requirements for this portable recording system are defined by the recording constraints and by supporting hardware in practice. They are also defined by the demands for the orientation and reconstruction algorithms and the expected quality for the final data of the city models.

<table>
<thead>
<tr>
<th>Color</th>
<th>RGB 24 bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Object pixel size</td>
<td>(0.25cm)² (2cm)²</td>
</tr>
<tr>
<td>Stereo angle(s)</td>
<td>( \phi = 20^\circ )</td>
</tr>
<tr>
<td>Vehicle speed</td>
<td>0.5m/s .. 4m/s</td>
</tr>
<tr>
<td>Line samples</td>
<td>( \geq 250/sec )</td>
</tr>
<tr>
<td>Facade height</td>
<td>10m .. 20m</td>
</tr>
<tr>
<td>Facade width</td>
<td>100m min. at one go</td>
</tr>
<tr>
<td>Distance to facade</td>
<td>5m .. 12m</td>
</tr>
<tr>
<td>Optical center</td>
<td>3m .. 4m</td>
</tr>
<tr>
<td>Storage recording speed</td>
<td>( \leq 4 , MB/sec )</td>
</tr>
<tr>
<td>Luminance</td>
<td>( \leq 100 , cd/m^2 )</td>
</tr>
</tbody>
</table>

Table 1: Requirements and constraints: This table shows the design background for an experimental recording system.

Some of these constraints can not be avoided in practice. The system requirements defined in table 1 also reflect practical concerns for an inexpensive implementation.

An experimental prototype showed two more remaining problems related to linear CCD arrays:

- **Sensitivity**: To avoid shadows, hazy weather provides the preferred lighting conditions for recording. Unfortunately only few types of commercially available sensors allow this short exposure time at the luminance values.
- **Shift rate**: Sensitive sensors usually show low shift rates. Therefore many types of available linear CCD arrays must be excluded from further considerations.

The constraints explained above cause a reduction in the requirements due to the necessary aim of practical, cheap implementation. Nevertheless we aim to increase the vehicle speed as soon as the effect of limiting constraints known so far becomes less important.

### 3 DIFFERENTIAL OBSERVATIONS

#### 3.1 The effect of motion disturbance

Considering the principal recording configuration as indicated in figure 2 we face motion disturbance caused by the roughness of the street. The need for automatic and robust motion detection and elimination leads to investigations of the effect of motion disturbance.

We will develop the theoretical framework for the observable effect of motion disturbance first, and will then discuss the possibilities for the separation of correlated motion disturbance parameters. In the next section we will discuss the proposed algorithm for the actual motion detection.

#### 3.2 Exterior orientation

The ideal recording path has to be provided by data from geographical information systems a priori at least to an accuracy of about 1m. Due to the motion disturbance of the vehicle we have to face a camera path different from the ideal. Each triple line sample has a different exterior orientation \((X_i, Y_i, Z_i, \omega_i, \phi_i, \kappa_i)\) for time \(t\). Considering high sample rates of \(\approx 4\,ms\) a realistic chance for path tracking can be shown to exist, because the orientation parameters in a sequence of samples can be approximated by polynomials [KW86], [Ebn92]. Compared to the interpolation of parameters of exterior orientation [MHK94], which relies on operator selected, so-called update points, which are obviously rare, in our case each observation can contribute to a stable reconstruction of the camera location.

#### 3.3 Differential observations

For the elimination of motion disturbances of the 6 parameters of the exterior orientation the geometric differential equations are discussed. Equations of table 2 from [RPbg78], [Grug94] were modified to reflect the separation of the central mass, being the center of motion, and the optical center given by an outrigger (see also figure 2).

<table>
<thead>
<tr>
<th>dx</th>
<th>dy</th>
</tr>
</thead>
<tbody>
<tr>
<td>(dX_0)</td>
<td>0</td>
</tr>
<tr>
<td>(dY_0)</td>
<td>-1</td>
</tr>
<tr>
<td>(dZ_0)</td>
<td>(-z/z)</td>
</tr>
<tr>
<td>(d\omega)</td>
<td>(-z<em>z</em>(y+or_y) + 1 - (y + or_y)^2/z^2)</td>
</tr>
<tr>
<td>(d\phi)</td>
<td>(z^2 * (1 + y^2 + or_y^2 + (y^2 + or_y^2)/2))</td>
</tr>
<tr>
<td>(dx)</td>
<td>(y + or_y)</td>
</tr>
</tbody>
</table>

Table 2: Differential object coordinate changes caused by sensor motion, \(dx\) and \(dy\) change in general.

We assume a local coordinate system with origin at the perpendicular projection of the optical center at the facade. So coordinates \(x, y, z\) of table 2 have to be scaled by \(\frac{dx}{c}\) and translated by vector \(or_y + m_x\) in practice.

#### 3.4 Perpendicular vertical sensor

For vertically oriented linear CCD arrays not all motion parameters are observable, and their effect can not always be separated as there are correlated pairs of parameters.
Observing the perpendicular and vertical CCD line, only $y$, $z$ and $\omega$ changes can be recognized, which is obvious in comparison to the $dy$-column in table 2 where the $dy$-value of $x$ is always zero, and the $dy$-values of $\phi$ and $\kappa$ become zero for $x = 0$.

The first improvement in increasing the observations can be achieved by changing the observation angle $\phi$ not to be perpendicular. This fact is reflected in table 2 for $x$ not being zero any more ($x = \pm Z_0 \tan(\phi)$). But this change is mainly forced by the requirement of simultaneous recording under different angles to allow for stereo reconstruction in a later process. The information obtained by intersection of vertical lines on the object with the sensor line still is not used.

The change of orientation, although obvious and caused by other reasons, now allows to observe the effect of $\phi$ and $\kappa$ distortions.

This implementation shows two pairs of highly correlated motion parameters: The effect of pixel shifts in $y$ direction in image coordinates cannot be separated for $y$ and $\omega$ coordinate changes of the sensor in a robust way. The effect of change of these two parameters is similar because they are correlated. The ratio of the $\omega$ and $y$ coordinate changes can be expressed as a function of $y$ as follows:

\[
\frac{d\omega}{dy} = Z_0 \cdot \left(1 + \frac{y^2}{Z_0^2}\right)
\]

Equation (1) shows more significant changes of $\omega$ compared to $y$ off the center of the image, but the range of the ratio remains in $(Z_0 \ldots 2 \cdot Z_0)$ in practice. The observations of differential changes of these two parameters therefore are highly correlated and the effect is hard to distinguish.

Equivalent considerations are valid for $x$ direction and $x$ and $\phi$ change.

### 3.5 Inclined sensor

The most natural sensor orientation, perpendicular and vertical, has disadvantages which have to be compensated. Therefore we develop the formulae for the effect of differential motion observed by an inclined sensor as suggested in figure 4.

The idea is mainly driven by the possible observation of intersection of vertical edges on the object with the sensor line. Hofmann [Hof86a] also suggested to arrange the outer CCDs of a satellite scanner not to be parallel with the perpendicular CCD line to improve the stability in bundle adjustment. For the facade scanner this method obviously allows to observe differential changes in $x$-direction.

The use of $\kappa$ rotated forward and backward CCDs implicates the transition to lines in the form of $dy = a \cdot dx$ as described in [Gru94]. This leads to a compound observable change in $y$-direction by using the $dy$-column of table 2 and adding the $dx$-value multiplied by $(-a)$ to each term (table 2 right column).

The equations of table 3 reflect the observable differential change of object coordinates caused by sensor motion of an inclined sensor.

Arranging the 3 CCD lines as shown in figure 4 appears to combine several advantages:

- Simultaneous recording under 3 different angles,
- Maximizing the observations of differential motion,
- Added information of intersections with vertical edges.

### Table 3: Differential object coordinate changes caused by sensor motion of an inclined sensor.

<table>
<thead>
<tr>
<th></th>
<th>dy = a \cdot dx</th>
</tr>
</thead>
<tbody>
<tr>
<td>$dX_0$</td>
<td>$a$</td>
</tr>
<tr>
<td>$dY_0$</td>
<td>$-1$</td>
</tr>
<tr>
<td>$dZ_0$</td>
<td>$\frac{\alpha x - y}{z}$</td>
</tr>
<tr>
<td>$d\omega$</td>
<td>$\alpha x \cdot (y + \omega y) \frac{1 + (y + \omega y)^2}{z^2}$</td>
</tr>
<tr>
<td>$d\phi$</td>
<td>$-a \cdot z \cdot (1 + \frac{x^2}{z^2}) + \frac{zzx}{z}$</td>
</tr>
<tr>
<td>$dx$</td>
<td>$-a \cdot (y + \omega y) + x$</td>
</tr>
</tbody>
</table>

#### 3.6 Separation of parameters

Figures 5, 6 and 7 allow a visualization of the effect of motion disturbance caused by one parameter only. The triplets are in accordance with the 3 line sensors (see figure 4).

The images have been created by modifying the perspective view of a ray-tracer to perspective and parallel projection in accordance to the present line geometry. The used model presents a simplified 3D building facade. The viewpoint was laterally moved and known distortions were added.

The existing simulation environment also allows the extension of ray-tracing a model with photo texture and adding more realistic motion disturbance. It also provides great support in the development of motion and object reconstruction algorithms.

For all images a distance of 6m between the optical center and the facade and realistic scale in the facade object was assumed. The distortions of all parameters were chosen as sinusoidal with the same frequency and the same effective maximum. The maximum distortion in equivalent real world scale was 10 cm for $x, y$ and $z$; this is equivalent to about $17 \times 10^{-3}$ radian for $\omega, \phi$ and $\kappa$.

![Figure 5: Simulated images with distortion for $x$ and $\phi$ motion](image)

The effect of disturbance for these 2 parameters shows different sign and is hard to separate. $y$ disturbance, being proportional to $x$ and $\omega$ image coordinates, can only be observed under $\phi$ motion (see $d\phi/dy$ in table 2).

Figure 5 shows the comparison of the effect of motion disturbance of the parameters $x$ and $\phi$. While the effect is of different sign, the ratio of the effect is increasing with $y,$

as the image coordinate $x$ is defined by the relative sensor orientation (see figure 4):

$$\frac{d\phi}{dx} = -2Z_0 \left(1 + \frac{x^2}{Z_0^2}\right)$$

(2)

Figure 6: Distortion for $y$ and $\omega$ motion: The effect of disturbance for these 2 parameters is also hard to separate. The observable effect for $\omega$ increases with the distance from the center of the image in $y$-direction (see equation (1)).

Figure 6 shows the comparison of the effect of motion disturbance of the parameters $y$ and $\omega$, respectively. The possible separation of these two parameters was explained while discussing equation (1).

In figure 7 the effect of a variable distance between the camera and the object and a rotation of the camera around an optical axis can be studied. Both parameters are easily separable as they are not correlated to some other parameter. We also observe the opposite effects of $y$-distortions in the left image for changes in $z$-direction, and the hardly noticeable coordinate change of $x$ for the perpendicular line in the center of the right triple.

Due to low resolution reproduction in this article we also present figures 5, 6 and 7 in the web [Mar95a] at a higher resolution for an interactive review.

The consequence of this consideration is the fact that a separation of these correlated pairs of parameters just mentioned is not easy to solve. We expect to get exact information of the lateral car motion by the use of odometric sensors (see [MS96]) to solve the $x/\phi$-pair and first experiments showed good results. The $y/\omega$-pair seems to be more negligible, as $y$ movement of the car is not so dramatic compared to the rolling around the axis of forward motion when falling into road holes.

4 DATA PROCESSING

4.1 General objectives

The major objective of the geometric design of the proposed sensor is the provision of recorded data enabling subsequent algorithms to detect motion of the sensor, reconstruct the geometric model and derive photo texture. The first step therefore is the creation of a normalized image.

4.2 Characteristic of motion disturbance

The amount of motion disturbance faced by a standard mid-class car passing the front a building has to be considered.

First experiments showed low frequency oscillations with maximal effects of $\pm 10\text{cm}$ in object space. A detailed description of experimental recordings can be found in [MS96] or [MSh96].

4.3 A two step motion detection and elimination

We do not expect to solve the orientation process in one step. Figure 8 shows the effect of motion disturbance at $(1\text{cm})^2$ object pixel size based on a simulation. Obviously this distortion can not be expected to be eliminated using standard image processing techniques.

Figure 7: Distortion for $z$ and $\kappa$ motion: Both parameters are not correlated to others and therefore easily separable. The $z$ motion results in opposite effects in $y$-direction. The effect of $\kappa$ motion is hardly noticeable in the center line of the right triple.

Figure 8: Simulated effect of motion disturbance of a scanned building facade.

Figure 9 shows the effect of motion disturbance on a line recording in a real environment. More details can be reviewed in [MS96].

The basic idea for the primary motion reconstruction is to add a CCD area sensor of low resolution. A series of these images together with possible match partners are shown in figure 10.

The area images have an average overlap of more than 96% in practice. The length of the observed square in object space has approximately the height of two levels of the building, which in most cases guarantees the observation of at least four windows.

A detailed description of a robust and automatic motion detection algorithm based on standard matching and affine transform can be found in [Mar96a] or [Mar96b].

The result is a precise method for automatic and robust dif-
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5 CONCLUSIONS AND FURTHER WORK

This paper presents the geometric design of a CCD line based system for the recording of building facades for a more efficient way of creating photorealistic 3D city models.

The advantages of the proposed design are the continuous and simultaneous recording under different angles for stereo reconstruction and obstacle elimination, and the high quality texture recorded at an acceptable amount of data.

An introduction for the need of 3D city models and therefore the motivation for the proposed vehicle based system, the principal recording, requirements, and the motion disturbance are discussed in detail.

Research and results in the first step of elimination of motion disturbance was shown and the outline of further algorithms was introduced.

The application of the proposed system is expected to lead to a faster and better acquisition of the 3D geometry and photo-texture of 3D city models.


