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ABSTRACT

The objectives of a strip laser adjustment are simple to define, namely improving the accuracy of laser data and creating
a seamless dataset. Achieving these objectives is however difficult. Complex data acquisition systems and numerous error
sources make the formulation of a strip adjustment model a complex problem. Difficulties in manually processing the data
and limited information consisting only of the laser point coordinates, but not of the system measurements, imply that a strip
adjustment is more then just an analytical model. This paper elaborates on both aspects of the problem. The proposed model
is presented first and is followed by a discussion about implementation concerns. The model is system driven and is based
on modeling the actual errors in the system. Automatic selection of tie regions in accordance with the proposed model and
the implementation of the system driven model when only laser points are provided are two implementation concerns that are
discussed in some level of detail. The paper concludes with discussion and analysis.

1 Introduction

Existence of noticeable systematic errors in airborne laser data
has been acknowledged by now by both users and providers
of data, particularly due to the reduced accuracy of the data
and the offsets created between the data in the overlapping
parts of the laser strips. The consequence of the latter is that
generation of a seamless dataset from the independent laser
swaths cannot be performed by merely merging the individ-
ual datasets but by a more involved process that eliminates
the mismatches. Leaving the offset untreated may in turn
make extraction of features difficult and the products qual-
ity rather questionable. The errors in the data are usually
considered only with respect to the height component, yet
planimetric errors are often bigger in magnitude than errors
in the height. Removal of height offsets only will leave the
planimetric offsets untreated so that similar surfaces and ob-
jects in the different swaths will not coincide. The removal
of systematic errors in both components therefore calls for a
3D adjustment of laser points.

While there is a growing interest in the elimination of sys-
tematic error from the laser strips the work that has been
done so far is rather limited and only little theory has been
developed. One class of solutions that has been proposed can
be considered as a data driven strip adjustment. Height dif-
ferences between the laser points and either control points or
points from the overlapping strips are minimized by a trans-
formation of the laser points (Crombaghs et al., 2000; Maas,
2000; Kager and Kraus, 2001). These solutions focus on the
effect of the errors but not on their causes. They may fail in
removing some error components or introduce new artifacts
into the data. A different class of solutions advocates mod-
eling the actual errors in the system, and therefore can be
regarded as a system driven approach. Several system based
solutions have been proposed in recent years for estimating
systematic errors see e.g., Vaughn et al. (1996); Ridgway et
al. (1997); Filin and Csathé (1999) and in the framework of
laser strip adjustment in Kilian et al. (1996); Burman (2000).
The main advantage of a system driven approach is that the
actual errors are being modeled and compensated for. No ex-
cess of parameters is needed to compensate for various error

effects and it is unlikely that new artifacts will appear in the
data.

The elimination of systematic errors from the laser data is,
in general, complicated. The main difficulties can be at-
tributed to the variety of potential error sources and the effect
they have on the data and the reconstructed surfaces, and to
the fact that point correspondence between laser points and
ground control is not straightforward to establish. The variety
of error sources is the result of errors in the three indepen-
dent components that constitute an airborne laser system —
the laser range finder, GPS, and INS; the integration of those
three components that should account for the alignment and
positioning of the system components and the synchroniza-
tion of the data streams; and to the fact that as a dynamic
system some errors may vary over time. Another source of
errors relates to the interpolation of the data streams. In-
terpolation becomes necessary as the different components
operate in different frequencies; the prediction errors intro-
duce other biases which are difficult to model and to correct
for. While numerous sources of errors exist in the system not
all of them are recoverable. Some errors are inseparable, and
others have, under given conditions, similar effect. ldentifying
the error sources in the system is therefore only one aspect
of the problem that should be followed by an analysis of their
recoverability. In addition, the nature of laser data requires
the development of adequate algorithms to recover the sys-
tematic error. In contrast to traditional reflectance data that
are used in photogrammetry laser points sample the shape
of the overflown surface. Point correspondence is practically
impossible to establish under such conditions, and therefore
shape based rather than traditional point based algorithms
should be developed.

Most strip adjustment implementations tackle the problem of
eliminating errors that occur during the data acquisition mis-
sion; errors are usually modeled for the INS and GPS compo-
nents and account for the “exterior orientation” component
of the system. Growing experience shows however that a
more detailed error model is required as other types of errors
not explained by the currently modeled ones can be noticed
in the data (Crombaghs et al., 2000). On a more theoreti-



cal level an analysis of the effect of the flight configuration
or the shape of the overflown surface on the estimation of
the parameters is usually lacking. This information is nev-
ertheless important for understanding the problem, and for
developing optimal strategies for estimating the errors. An-
other major drawback of most system driven implementations
is that the existence of the system data streams is usually as-
sumed. So in the regular case where only the laser points are
provided, the application of such methods becomes rather
limited. Consequently, a strip adjustment solution should ad-
dress the following issues - i) an appropriate error model, ii)
error recovery model and the representation, identification,
and incorporation of control and tie information, iii) config-
urations analysis for optimal estimation of the errors, and
finally iv) development of a model that users with no access
to all of the system output can use.

This paper presents a strip adjustment model that is based
on system error modeling. The paper focuses on the pro-
posed error model and the error recovery model. It addresses
implementation related issues, in particular on the analysis of
control and tie information and the development of a model
that is based on the laser points as input. An analysis of the
model properties concludes the presentation.

2 The error recovery model

The proposed model is based on constraining the position of
the laser points to the surface from which it was reflected.
Both natural and man-made surfaces can be used for estab-
lishing the constraint. The constraint for an explicit repre-
sentation of the surface has the form of

g(x, 1, 21) =0 (1)

With g the surface model and z;, yi, zi, the laser point coor-
dinates. If the surface is approximated locally by a plane the
constraint involving the laser point and the surface has the
form

S1T; + Soyr + s321 + 54 =0 (2)

with s1, 2, 3, sS4 the surface parameters. The coordinates of
the laser point can be written as a function of the system ob-
servations, namely the GPS, INS, and range finder (range and
scan-angle) readings, the systematic errors, and the random
errors:

[Ilvylvzl]T = f(Y7 Evé) (3)

with Y the observations, = the systematic errors, and € the
random errors. Integrating equation (1) and equation (3)
yields the form that constraint and laser point position as a
function of the systematic errors

g(wl:yhzl)Ig(f(KE»é))Ih(KE,é)ZO (4)

By establishing the least-squares criterion to minimize the
distance between the laser point coordinates and the actual
surface the systematic errors can be recovered.

The geolocation of the laser points as a function of the ob-
servation from the three different components is given, when
transformed into a local reference frame, by the form in equa-
tion 5
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with x;, 9, z1 the footprint location; Xo, Yy, Zo location of
the phase center of the GPS receiver in the local frame; Rrng
rotation from body reference frame to reference frame defined
by local vertical; 64,0y,0. offset vector between the phase
center of the GPS antenna and laser firing point; R,, the
mounting bias, which designate rotation between the altime-
ter and the body frame; R, laser scanner rotation; p range
vector measured by the laser system; e, &y, €. random error
components.

The following error sources are considered (see e.g. Schenk,
2001; Filin, 2001) — the mounting bias R, which models the
misalignment between the laser scanning system and the INS;
the range bias dp, which models the constant offset in the
range determination; a scan angle error )., that measures
inaccurate scan angle determination that vary linearly; an
offset, [(Xo Yo 0Zo], and a drift, [6X, 6Yo 6Z0],
in the GPS system; and an offset (shift) in the INS system,
ARnsg, that may occur in the initialization phase and a drift
ARINS in the INS angles during the mission. The effect of
error sources on the geolocation of the laser point is given in
equation 6
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These errors account, in general, to calibration errors (rang-
ing, scanning, and mounting biases) and to system errors
(INS, GPS). The effect of these errors on the reconstructed
laser surface is not studied here in detail. However, the angu-
lar biases (INS and mounting) and positional biases exhibit
to some extent linear transformations of the reconstructed
laser surface, while the biases in the range and the scan an-
gle exhibit non-linear transformations that may account for
the phenomenon of the bending of the reconstructed laser
surface at the end of the swath in a way similar to the one
reported in, e.g., Crombaghs et al. (2000).

Other error sources were studied as well, for example the
inclusion of time synchronization biases for the INS sys-
tem and the GPS system — Rins := R[Q + QAt;ns, ® +
bAt;ns, K + KAtINs] and Rrnsv.Atcps, respectively,
with v, the aircraft velocity. An analysis of their contribution
shows either similar effect to other error sources, or negligible
contribution to the error budget.

Not all errors can be assumed constant throughout the mis-
sion, for example shifts and drifts in positioning may vary over
time. As a result the errors are partitioned into two groups.
System errors such as the mounting bias, range correction,
and the scan angle correction are considered constant for the



whole laser block, while others are assigned lower level en-
tities such as strips, according to the availability of control
information.

Using the relation in eq. 6 to substitute laser points coor-
dinates by the observations and the systematic and random
errors, the error recovery model is obtained. The formula for
solving the parameters is given, after linearization, in eq. 7.
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with

S = [81 S2 83}

dwr,d¢r,drr — change in the angles of the INS bias.
dor,dér, dis; — change in the angles of the INS drift angles.
and

u; 0
v | = RinsRmRs | 0 (8)
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The extended form provides one row in the Gauss-Helmert
model (equation 9 whose parameters are solved by eq. 10.

Wn = Apxm&m + Bnxanesn , e~ {0,06P7'} (9)
with w the transformed observation vector; A the coefficient
matrix; B the conditions matrix; £ the vector of unknowns; e
the observational noise; P the weight matrix; og the variance
component; n the number of laser points; and m the number
of unknowns.
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with:
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68 = (Be)" (BP~'BT) " (Be) , Be =w — AE. (12)

2.1 Control information

As a surface based model the most natural type of control
information to are control surfaces, sometimes referred to
as control fields. These can be the result of field survey or
photogrammetric measurements of some designated surfaces
in the surveyed area. Transformation of the control fields
(mostly provided as a set of ground measurements) into con-
trol information is rather straight-forward and involves the
computation of the surface parameters for the laser points.
Either if the control field is composed of only one surface
(e.g., horizontal plane) or a more elaborate one, associating
the laser points with the adequate surface parameters is rela-
tively simple. Nevertheless, not always field surveys or other
“surface” measurements are available or possible to conduct,
therefore the use of other types and more available types of
control information are considered. These entities are intro-
duced into the model as additional surface constraints.

Control points Control points constrain the surface to the
given point position, namely

si(X+ex)+s2Y +ey)+s3(Z+ez)+sa=0 (13)

with X, Y, Z the control point coordinates, and ex,ey,ez
are their random error components.

Linear features Line feature can either constrain a single
surface when they lie in it or two surfaces when they define
breaklines like a roof gable.

If a line is modeled as a vector 1 and an origin xo, 4o, 20 point
two constrains can be written down.

s-1=0
8120 + S2Y0 + 8320 + 54 =0 (14)

One for constraining the surface normal to be orthogonal to
the line and the other constrain the surface to pass through
the origin.

Surfaces with no a priori surface model that are introduced
into the adjustment are considered as tie objects (tie sur-
faces). Their approximate parameters are computed from
the data and refined within the process of strip adjustment.
The identification and selection of tie surfaces is part of the
strip adjustment algorithm and is discussed in Section 3.2.

3 Implementation

As airborne laser data do not easily lend themselves to man-
ual processing of the data the implementation of the strip-
adjustment is not confined to the analytical model that was
described in Section 2. Furthermore, the information that
is usually provided to the users is not the complete set of
system measurements but rather the laser points themselves.
Both elements show that the scope of a strip adjustment im-
plementation exceeds the derivation and application of the
analytical model and imply that a strip adjustment is more of
an algorithm that requires some details to be studied further.

3.1 Approximation of the observations

A common scenario is that the only information available to
the users are the z, y, and z coordinates of the laser points
and not the actual observation. While a more complete set



of system observations and laser points would better suite
the error removal and possibly other applications, the pro-
posed method attempts to overcome the lack of information
by approximating some of the observations.

Equation 5 shows that the geolocation of a laser point in-
volves 14 observations — eight system measurements (GPS,
INS, and the laser scanner measurements), and six more for
the offset vector and the mounting bias. An analysis of equa-
tion 5 shows that the INS and the mounting bias angles are
unseparable and so are the offset vector and the position of
the GPS receiver. The approximation is therefore reduced to
position, attitude angles and the two range finder parameters
for each laser point. This under-determined problem requires
some further assumptions to be made. The main requirement
is that the system specifications (e.g., field of view, scanner
frequencies etc.) will be known, and to some extent that the
scanning angle of a point will be recoverable based on its
position in the scan line. Another assumption relates to the
position and attitude of the scanning system over one scan,
these values are considered constants for the whole scanline.
To analyze which parameters are recoverable under these as-
sumptions let us assume without loss of generality a small
heading angle; the geo-location equation can then be written
as

) Xo 1 K -0 0
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with K, ® Q) as the INS angles. With fixed attitude angles
per scanline and range that does not vary significantly com-
pared to the flying altitude some parameter will have similar
contribution as others. In particular the effect of the pitch
angle, ® and the system position in the x direction, Xo; this
similarity is quite expected considering the similar effect that
shifting the system and tilting it have. Therefore the pitch
angle is assumed zero. If a similar argument is used for the roll
angle and the Yy coordinate there are four constant parame-
ters left to approximate per scanline and one more (range) for
each laser point. Using two laser points, mostly the two ends
of the scanline, six parameters can be approximated includ-
ing the system position per scanline, the heading angle, and
the two ranges. When applying this method and then com-
paring the computed scan angle of a point to the expected
one, it became clear that for a wide field of view (~ 20°)
the lack of approximation of the roll angle €2 has a noticeable
effect. When solving for the roll angle by adding two more
points from a scanline and formulating the approximation as
a least-squares problem these differences disappear.

An analysis of the approximation effect on the strip adjust-
ment shows that for the computation of the coefficients in
equation 7, the range, attitude and the scanning angle af-
fect the values, while the approximations of the position has
no effect. Therefore the assumption of a constant position
per scanline has only minor effect on the coefficient values.
The system position would affect the left hand side (lhs) of
system in equation 7. However, the lhs practically models
the distance from the laser point to the surface. As both the

Figure 1: Clustering result in the overlapping zone of two
strips. Upper Figure — a shaded relief of the laser data, lower
Figure — Segmentation results (gray values = segments).

laser point and the surface parameters are given, the lhs is
not influenced by the approximation of the position.

The above assumptions hold as long as a scanline is com-
plete, or almost complete (a few points are missing). How-
ever, experience shows that missing points in a scanline is a
more common phenomenon than anticipated. So a predefined
threshold on the number of missing points may eliminate a
significant amount of data from the adjustment. As an ex-
ample, the existence of water bodies like canals, which are
few meters wide, along the laser strip may result in a “loss”
of significant amount of points. So, in case of missing infor-
mation the scanline is analyzed first, and if gaps that explain
the missing data exist within the scanline this scanline is also
considered for the adjustment.

3.2 Tie information

While control information is provided externally, the defini-
tion and detection of tie information is an implementation
concern. For a surface based strip adjustment, tie surfaces in
the overlapping areas are the natural candidates to be used.
Candidate surfaces and regions can be determined by analyz-
ing the laser surface and selecting areas that are suitable for
the adjustment and that may improve the estimation of the
parameters.

Surface information consists of several levels of descriptors in
which the fundamental one is the partition of the point-cloud
into regions with common attributes. Each region is char-
acterized further by its type, e.g., smooth or planar surfaces
or forest or low vegetation area. While the latter regions
are not suitable for adjustment the smooth and planar re-
gions require further characterization. The effect of noise on
the local surface parameters, in particular when the scanning
is relatively dense, may introduce artifacts into the surface
parameters and thus inaccurate information into the adjust-
ment. Avoiding this phenomenon calls for attenuation of the
noise effect on the data or in other words regularization of
the laser surfaces. Points on smooth and planar regions are
therefore grouped into segments that can be described math-
ematically by a surface model. The surface model is used in
the form a surface constraint in equation 1. The extraction
of information calls for implementation in the framework of
data segmentation.



The segmentation procedure that is used here is based on
clustering the laser points. Points that share similar features
are grouped together and their “segment” properties are val-
idated further. The implementation is based on computing
a feature vector consisting of the tangent plane parameters
and height differences to the neighboring points for each laser
point, followed by an unsupervised classification of the at-
tributes in a feature space. In the feature space each point
is represented by its feature vector, where the values of the
feature vector determine the laser point coordinates in this
space. Clusters are then identified according to proximity of
points in feature space. Validation and refinement phases
follow the extraction of clusters from the feature space. The
validation phase concerns verification that indeed all of the
cluster points are part of the surface. The refinement phase
tests the extension of the cluster to neighboring points or
merging neighboring clusters. Both processes are relevant to
smooth and planar surfaces. Results of the point clustering
algorithm are presented in Figure 1.

The segmentation approach that is chosen here have some
advantages for the implementation of the strip-adjustment
model. Point clusters in feature space offer, even before val-
idated, a proposal for surface segments in the point cloud.
Surface slope magnitude and orientation have a significant
effect on the recoverability of the parameters and the qual-
ity of the results in the strip adjustment model. Clustering
via the feature space enables therefore “profiling” the seg-
mentation for given slope magnitudes and orientation. The
feature space also summarizes the slope distribution of sur-
faces in the region. This information is valuable for predicting
the recoverability of the different parameters with the current
surface.

4 Discussion and analysis

The strip adjustment model enables the estimation of errors
over general surfaces. No distinct landmarks are needed to
perform the adjustment either as control or tie points. Con-
sequently, there are only little restrictions on its application,
as the adjustment model is based on modeling the actual ef-
fect of the error sources on the geolocation of the laser point
on the ground. A system based approach enables model-
ing and consequently removing the actual effect of the error
sources. Furthermore, inclusion or elimination of error sources
as more experience is gained becomes easier to implement.
Error modeling concerns identifying the system errors and
modeling their effect on the geolocation of the laser point.

As being a surface based model the error recovery depends
of the surface characteristics, where the dominant compo-
nent is the surface slope. In general sloped surfaces enable
better estimation of the systematic errors. Surfaces can ei-
ther be terrain or man-made objects, so in this regards sloped
roofs are very useful as surfaces for the algorithm. A prop-
erty that enhances the estimation of the systematic errors is
the distribution of the surface slopes that are being used ei-
ther as control or tie entities. An even distribution of slopes
helps in reducing the similarity in effect, and consequently
the correlation, between the different parameters. For the
system errors that are assumed constant throughout the mis-
sion such as the mounting bias and the laser system related
errors the distribution of surfaces that are being considered
for adjustment is of less importance. Estimation of time de-
pendent errors such as the drifts requires the distribution of

Figure 2: Analysis of slopes — Dark surfaces have slopes >
20%, gray slopes < 20%

the surfaces along the strips in order to obtain sufficient time
variations. The flight configuration also plays an important
roll as not all errors can be recovered under any flight config-
uration. As an example consider recovering the heading bias,
under a roundtrip pattern and no control surfaces an error
in the heading direction is unnoticeable, to recover this error
flight patterns that include cross strip(s) are required.

The analysis of the type of control that is adequate to a sur-
face based implementation is of great interest as not all type
of control can be achieved by simple means. The surprising
result is that the algorithm is not very sensitive to prior knowl-
edge of the surface slopes, therefore, while control surfaces
or lines are useful entities for the strip adjustment control
points that fix the surfaces in space are the more important
entities. Experiments have shown that even when the pro-
cess is begun with an inaccurate estimation of the surface
slopes convergence to their actual values is achieved. Con-
trol points should be distributed over different surfaces and
at least three points are needed in order to register the strip
to the reference coordinate system.

4.1 Analysis

As was mentioned in Section 3.2 an evaluation of the surface
slopes distribution prior to applying a segmentation allows to
apply a rather selective segmentation of the data. Figure 2
presents the results of a simple slope based thresholding of
the laser points with slope bigger than 20%. For the elimina-
tion of non-surface points only points that met a predefined
fitting criterion to the local surface fitted to their surrounding
are considered. Segments are then formed by the clustering
based segmentation. The existence of steep objects enhances
the error estimation, yet even milder slopes provide good esti-
mation of the systematic errors. Notice that the steep surface
slopes arrive not only from roof faces but also from the canal
banks (passes by the houses) and the sloping terrain on the
left. (Filin, 2001) shows that the distribution of slopes in dif-
ferent direction reduce the correlation among the estimated
parameters. In the current example the orientation of the
houses in different directions as well as the orientation of the
canal banks satisfy this condition.

In forming the segments (see result in Figure 1) two parame-
ters are set to control the process, both are accuracy criteria.
One parameter defines the upper threshold for the standard
deviation (std.) of a segment and the other defines the lower
std. threshold. While segmentation is usually associated with
detection of structure in the data, here the accuracy of the
segment, measured in terms of proximity of the laser points
to the extracted surface, is the major criterion. As a lower
bound a 5cm std. value was chosen and as an upper bound
15cm. The lower bound is set with the approximated ranging
accuracy in mind and is aimed at avoiding undersegmenta-
tion. The upper bound is set so that the residuals of the



Figure 3: Effect of systematic error on shape of buildings
along the flight path (with roof faces from both datasets
presented)

points from the surface will still be within a reasonable range
allowing one to assume that they are indeed reflected form
that actual surface. Experience shows that most of significant
surfaces have a std. smaller than 10cm, and segments with a
few thousands of points are not a rare scene, both aspects im-
ply that the bounds that are set are not too strict. The results
in Figure 1 show that with the criteria set the segments man-
aged to capture the significant structures in the data (e.g.,
roof faces) and that the size of the segments is relatively big.
Bigger segments introduce a much stronger constraint for the
laser points and enable associating points from overlapping
strips with a higher degree of confidence. This feature re-
duces complexity of matching points from other strips with
the segments (the correspondence problem.)

Evaluation of differences shows height differences in the flat
areas in the order of 10cm, however the more significant type
of effects appear with the building across the flight path (see
Figure 1.) The systematic errors, presented in Figure 3, show
a positional offset between the roofs of the two buildings. If
errors are measured in a naive fashion by comparing hight
differences this offset will be translated into height error with
a different magnitude that the ones on the flat terrain. A 1D
strip adjustment solutions, (e.g. Crombaghs et al., 2000) will
fail removing these type of artifacts. A closer inspection of
Figure 3 shows that the slopes of left roof face in both dataset
seem different. An analytical computation of the slopes of the
roof faces in both datasets shows that in fact the roof faces
in one set are rotated by about 0.4° from the ones in the
other set. One potential explanation for that is the existence
of a bias in the pitch direction. Filin et al. (2001) have shown
that a mounting bias in the pitch direction has the effect of
changing the slope of the reconstructed surfaces for sloped
surfaces but not changing the slope for horizontal surfaces.
Error recovery solutions that are not based on system error
modeling will fail recovering this type of artifact.

5 Concluding remarks

Reaching the potential accuracy of laser data and eliminating
artifacts requires the removal of systematic errors from the
data. A strip adjustment formulation enables removing errors
that were not properly eliminated before takeoff and others

that occurred during the mission. A system driven solution
enables modeling and removing the actual errors in the sys-
tem. The proposed model offers a natural way for eliminating
the errors as it constrains the laser points to the surface. A
surface based model enables using general topography and
natural and man-made surfaces for the adjustment and do
not require distinct objects in the overflown region. An anal-
ysis shows that the estimation of the errors by this model
and under very general configurations can be accurate and
reliable.
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