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ABSTRACT:

Off sets between overlapping strips of laser altimetry data serve & the inpu for strip adjustment procedures that estimate and
eliminate systematic arors in laser atimetry datasets. For a threedimensional strip adjustment off sets are to be measured in three
dimensions. Height off sets can be determined straightforward by comparing the heights of horizontal planes. Planimetric off sets are
more difficult to determine. This paper shows that the usage of standard least squares matching algorithms on height data & well as
on refledance data may lea to significant biases in the estimation d planimetric offsets. For height data, a model based estimation
of linea feaures is propased since the number of locations in strip overlaps that are suitable for the estimation o offsets in three
dimensions may not be sufficient to estimate dl error parameters of a strip adjustment. To improve both the off set estimation and the
offset variance etimation wing refledance data an edge resporse function is introduced. This function takes into acourt the
differencein sizeof alaser bean's footprint and the distance between successve laser points.

1. INTRODUCTION

Laser atimetry surveys make use of measurements by GPS
recavers, inertial navigation systems, and laser range finders.
Due to errors in these cmporents, the synchronisation, and
cdibration d the relative positions and attitudes of the
instruments, systematic errors are often observed in the aquired
digital elevation models (DEM) [Huising and Gomes Pereira
199§. Strip adjustment procedures have been devised to deted
and eliminate these systematic earors by making use of
measurements in overlaps between strips and reference objeds
[Kilian et a. 1994 .

Over the last few yeas cdibration procedures improved,
resulting in smaller systematic earors in the DEM’s. The
necessty of a strip adjustment now depends on the acaracy
demands. In the cae of low acarracy demands (oz > 0.5 m) an
adjustment may not be required, athough the computation o
the systematic arors, withou adually correding the data, could
till be used to chedk whether the aceracy demands are met.
For higher acawracy DEM production in the Netherlands (o7 <
0.15m, systematic height error < 0.05m), an adjustment of strip
heights and tilts is incorporated in the standard procedure
[Crombaghs et al. 2000. Water boards demand average heights
over large aeas with even much higher acarracy (o7 < 0.01 -
0.02 m). For those requirements all systematic erors neal to be
modell ed and eliminated to a high predsionlevel.

A proper modelli ng of the systematic arorsin the DEM shoud
address the sources of these arors. the biases in the
instruments, synchronisation errors, and cdibration errorsin the
determination d the relative sensor orientations. These arors
shoud be modelled explicitly [Schenk 2001]. This requires a
threedimensiona strip adjustment, and nd just an adjustment
of the point heights. Vosslman and Maas [200] showed that
systematic planimetric erors can be several times larger than
systematic height errors. The impaa of such errors on the

determined terrain heights, of course, depends on the terrain
slopes. Crombaghs et a. [2000 aso showed the ned for a
complete aror modeling. A strip adjustment with an
incomplete eror model was down to leal to a deterioration o
the DEM quality.

The identification o correspondng positions in overlapping
stripsis an important step of the strip adjustment procedure. For
a threedimensional strip adjustment, offsets in X-, Y-, and Z-
diredion between overlapping strips neal to be determined.
This paper deds with several aspeds of the determination d the
planimetric off sets between strips.

Various procedures for the measurement of correspondng
points have been pubished in the phaogrammetric lit erature.

« Kilian et a. [1994 identified areas of interest by hand and
determined the crrespondng locaions by a least squares
matching of gridded height data. By analysis of the height
data and the strip geometry, areas that were ocduded in ore
strip are excluded from the matching.

Burman [2000 made use of both height data and the
refledance strength of the laser pulses for the measurement
of the strip dffsets. Suitable aess for the simultaneous
matching of height and refledance images were determined
by thresholding the response of the Sobel gradient operator.
The matching equations were set up such that they diredly
resulted into the estimation d the heights at the DEM grid
points.

Maa [200Q formulated the matching problem on the
height datain a TIN data structure, thus avoiding a loss of
information due to gridding of the height data. Points nea
height jump edges were excluded from the matching by
eliminating triangles with a stegp slope. In this way aress
with ocdusions do nd impad the matching result. In [Maas
2007 correspondng positions between strips are estimated
by using the height data for the determination o the Z-



offset, and the refledance data for the determination o the
planimetric off set.

Both height and refledance data can be used for the
determination o the strip offsets, but both have there
advantages and dsadvantages. These will be analysed in the
following paragraphs. Furthermore, new procedures will be
suggested to improve the acaracy of the matching and to make
matching posshle in a larger number of aress in order to
increase the number of off set measurements between the strips.

2. MATCHING HEIGHT DATA

For stereo matching it is well-known that texture is required in
order to oltain a good pedsion d the estimated disparities.
Similarly, when matching height data, height variations are
required in order to be @le to estimate planimetric off sets.
However, there ae restrictions to the kind o height variations
that can be used for matching height data.

» As dready pointed ou by Kilian et a. [199§ and Mass
[200Q, areas that are ocduded in ore of the strips $oud
not be used for matching. The usage of heights that are
derived from interpolation over an ocduded area results
into systematic arors in the determination o the offsets. In
laser altimetry data sets, such ocdusions are mostly caused
by buil dings.

» Due to the dharaderistics of the laser sensor, one shoud,
however, aso avoid the usage of height jJump edgesin areas
that are not ocduded. When taking an image with a CCD-
cameraof a chedkerboard, pixels that cover apart of awhite
field and a part of a blad field will obtain grey values that
are somewhere in between white and Hadk. Such mixed
pixels do nd occur in height images aocquired by laser
altimetry sensors. If alaser beam at the alge of a building
roof hits both a part of the roof and the ground the recorded
height will be dther the roof height or the ground teight,
depending on whether one seleds first or last pulse data.
Hence, the charaderistics of a roof edge in a height image
are momparable with the daraderistics of an edge in a
binary image. The locaion predsion d such edges, and
thus the predsion o matching height images using these
edges, depends on the length of the alges and the
orientation o the elges with resped to the grid [Forstner
1984. For laser altimetry data, the orientation o the grid
corresponds to the orientation d the scan lines of the laser
scanner. In the worst case (edges paralel or perpendicular
to the scan lines) biases of up to 0.5 times the distance
between the laser points may occur in bah strips. Hence,
matching such edges in data sets with a point distance of
€.g. 2 meters, may result into an error of 2 meters.

Althowgh the maximum bias that may occur varies with the
orientation o the elges and may average out over a large
number of edges, the quality of the offset estimation is hard to
predict. Whenever posshle, one would like to avoid the usage
of height jump edges for the estimation o planimetric off sets,
even if these alges do nd cause ocdusions. This is in sharp
contrast to matching grey value images where strong step edges
give the best matching results.

In order to estimate the planimetric off sets from the height data,
height variations are, however, required. These height
differences then neel to be provided by smooth surfaces with
surface normals pointing in three independent diredions. At
least two of these surfaces neal to be danted. Parts of sloped

terrain or slanted roof faces can provide suitable information.
Unfortunately, the number of locaions in strip overlaps with
such surfaces will usually be small, in particular in rura areas
with relatively flat terrain. Under these drcumstances it will not
be possble to find sufficient locdions where offsets between
strips can be measured in three dimensions. Therefore, tie
points soud be cmpleted with aher tie fedures sich as
ridges or planes that only supdy information on the offset in
two o one dimension respedively. These dimensions, of
course, do nd neeal to be parallel to ore of the aes of the
coordinate system. By combining the different tie feaures in a
strip overlap, sufficient information shoud be aguired to make
the strip adjustment possble.

In flat terrain usually provisions are made to drain water. Figure
1 shows an example of such a terrain with many ditches in
mealows and along roadsides. Such linea structures can be
used to determine the off sets between stripsin height and in the
diredion perpendicular to the ditch orientation.

Figure 1: Height image with ditches.

The height data of such structure ca, however, not be matched
with a standard image matching tool. Because of the relatively
small width of the ditches with resped to the distance between
the laser points, not every ditch part is represented well by the
laser points. When computing a DEM from the triangulated
laser points, interpolation between pdnts on either side of the
ditch produces incorred height values (figure 2). Such errors
would effed the performance of a standard image matching
algorithm.

Figure 2: Perspedive view of aDEM part with a ditch.

Viewing the paint cloud in the diredion d the ditch confirms
that the ditch of figure 2 is uninterrupted. An estimation d the
offset of such a ditch between two strips can be made if the



algorithm requires no interpolation between the laser points.
This can be adieved by fitting an analyticd model of the ditch
height profil e to the laser paintsin bah strips (figure 3). In this
way the height gradients that are required for the fitting can be
taken from the analyticd model instead of from the laser data.

dasdy

Figure 3: Point cloud d the same ditch as in figure 2 viewed
longitudinally and fitted to an analyticd profile.

Becaise of the relatively low point density, the detedion o
such linea fedures can na be dore by a standard edge
detedionin aheight image. As can be understoodfrom figure 2,
this would result in very fragmented edges. Clustering-like
techniques sam to be more suitable for this task.

Combining the information d severa linea structures and
planar faces results into the same information on the offsets
between strips aswould otherwise by gathered by the estimation
of correspondng locaions. till, it may be questionable
whether the height data done can aways provide sufficient
information for a three-dimensiona strip adjustment.

3. MATCHING REFLECTANCE DATA

Most laser sensors nowadays have the posshility of recording
the intensity of the refleded laser pulse. Severa authors
suggested methods to make use of this data for the estimation o
planimetric off sets between strips [Burman 200Q Maas 2007].

Indedd, refledance data often contains much more detail that
can be used to determine offsets (figure 4). The usage of
refledtance data, however, aso has me inherent problems. In
the next paragraph several aspeds of the noise charaderistics of
refledance images are discussed. We then present a more
detailed look on hav edges are represented in refledance
images and howv this affeds the ealge locaion. Findly a
procedure is suggested to partialy overcome the naticed
problems.

Figure 4: Height and refledance data of aroad crossng.

3.1 Noise characteristics of reflectance images

Refledance images are known to be relatively noisy. Severa
reasons can be identified for this property:

* The way most laser scanners measure the intensity of the
refleded puse is by quantising the intensity at some point
of time, instead of integrating the intensity over a small
period aroundthat point.

e Compared to the distance between the laser points the
amourt of detail may be very high. Images of urban scenes
generaly look noisier than images of rural aress (figure 5).

e If a laser beam hits multiple objeds at different heights,

only the energy that is refleded by one of these objeds is

used for the determination d the intensity of that pulse.

Finaly, the footprint of a laser scanner is usualy much

smaller than the distance between two laser points. Hence,

the intensiti es only represent the refledance properties of a

small part of the terrain. The difference between the

foatprint size and the distance between two laser points can
be quite large. E.g. atypicd scanner has a footprint size of

0.3 m a a flight height of 1000 m. Scanning with an

opening angle of + 20° and a pulse rate of 25 kHz, the

average point distance recorded with this anner at a flight
height of 1000m and an aircraft speed of 60 m/s would be

1.3 m. In such a onfiguration, the footprints only cover

abou 4% of the surveyed area This amplifies the noisy

appeaance of refledanceimagery.

Figure5: Refledance images of an urban and an agricultural
scene.

3.2 Edgesin reflectance images

In theided imaging case the grey value of a pixel represents the
average grey vaue of the aeathat is covered by that pixel.
When generating a refledanceimage the grey value of apixel is
based on the reflectance properties of only a small fradion o
the pixel area

This charaderistic has an impaa on the locaion acaracy of
edgesin refledanceimagery. In the extreme cae of an infinitely
smal footprint the measured refledance intensity will be
representative for the surfaceproperties at only one side of the
edge. Asin the cae of height jump edgesin height imagery, an
edge in such a refledance image shoud be mnsidered as an
edge in a binary image with the elge locaion properties as
described in [Forstner 198¢. Both the bias and the standard
deviation d edge locaion depend onthe orientation and length
of the elge.



The behaviour of edges in red refledance imagery is
somewhere in between the ided case and the cae of the
infinitely small footprint. The different ways in which a
refledance image may be generated from the refledance
strengths of the laser beams is visualised in figure 6. The left
picture shows a grey vaue elge and dfferent locations of three
successve footprints in scan lines perpendicular to the edge. In
the top scan line the second and third footprint are & the same
distance from the grey value elge. The refledance strengths in
the footprints are used to derive the grey vaues of the
redangular aress that are represented by the footprint. The
resulting grey values are depicted in the right picture. In the top
scan line the grey value adge exadly coincides with the edge
between the seacond and third pixel of the refledance profile. In
the following scan lines the footprints are gradually shifted to
the right. Although the pixel of the second footprint in the
seondscan lineis partly in the bright areg the foatprint is gill
completely in the dark area Therefore, the pixel is assgned a
low refledance value. In the refledance image in the right
picture, this leads to a recnstructed edge position that has a
bias to the right. This bias increases in the following scan lines
urtil the footprint is tangent to the grey value elge. In the next
few scan lines the footprint cgptures intensity information from
both sides of the edge and the pixels in the refledance image
obtain mixed grey values. An unhased estimate of the elge
locdion is again oltained in the scan line where the centre of
the footprint is located on the alge. Shifting the scan lines
further to the right a pattern symmetric with the upper half of
the pictures appeas.

Figure6: Left: footprints on scan lines aadoss a grey value
edge. Right: resulting pixel grey values and
reconstructed edge locaions. Seetext.

As can be derived from figure 6, the maximum bias in the
locdion d the elge in the refledance image ejuals half the
point spadng minus half the size of the footprint. For the @ove
example of alaser scanner with a point distance of 1.3 m and a
footprint size of 0.3 m, an edge locaion Has of upto 0.5 m can
occur. For DEM data aquisition with a point distance of 4.0 m
and afootprint sizeof 0.6 m, the bias may be even 1.7 m.

3.3 Matching edgesin reflectance data

When matching refledance images the matching bias may even
be twice & large sincethe elge locaion hasmay bein oppaite
diredionin the overlapping strips. In order to minimise the bias
one shoud try to seled long edges as the bias tends to deaease
with the elge length, athough this does not hold for all edge
orientations. For edges parall € to the scan lines, the alge length
does nat influencethe biasin the edge location [Forstner 1984.

The derivation d gradients from the grey values in the
refledance images nealy aways will | ead to errors in the elge
locétion as illustrated in figure 6. In order to oltain a better
estimate of the elge locdion a model is required for the
refledance of alaser beam onagrey value alge.

Let the position d an edge be described by
X cosa +Ysina =d

with a as the elge orientation and d as the distance of the edge
to the origin o the mordinate system. The signed distance u of
apoaint (XY) to the edge isthen given by

u=Xcosa+Ysina-d

Let the elge orientation ke chosen such that u is negative for
points on the dark side of the elge. If the footprint radius
equals R, the foatprints of al points with u < -R are mmpletely
locaed on the dark side of the edge and the footprints of all
points with u > R are ompletely located onthe bright side. For
footprints in between, the footprint is interseding the elge
(figure 78). The fradion o the footprint on the bright side can
be defined as a function f(u) of the unsigned dstance u (and the
foatprint radius R) (figures 7a and 70.

| & | | Il f(u)
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Figure7: (8 Footprint located at unsigned distance u from a

grey value ege. (b) Fradion d footprint on kright
side of the alge.

Mathematicdly, f(u) is defined by
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This function can now be used to modd the epeded
refledtance strength of alaser beam nea an edge. Let ro andr;
dencte the refledance strength in the dark and kright area
respedively. The expedation d the refledance strength r(X,Y)
within afootprint onthe location (X,Y) isthen given by

Er(X.V}=r,+ f(u)(r,-1,)

This equation can be regarded as the nonlinea observation
equation. Lineaising aroundthe gproximate values r and r,°

of the unknown refledance values on either side of the alge aad
the gproximate edge location parameters a® and d° yields the
linea observation eguation for the estimation d the elge
location
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with

u® = X cosn® +Ysina®-d°

as the gproximate signed distance of a point to the edge. This
equation can be formulated for all | aser points nea an edge. The
gradients of the refledance strength are derived from the
analyticd edge resporse function ro+f(u)(ry-ro). This approach
has sveral advantages over the standard least squares image
matching:

» As the partia derivative df/du equals zero for points at a
distance of larger than R from the elge location, these
points will not diredly effed the etimation o the elge
locaion, but only contribute to the etimation o the
refledance values on ether side of the alge. The alge
locaion is primarily determined by the points with
footprints that adualy cross the elge. The gradients at
those positions are properly modelled by the edge response
function and thus do nd cause abias in the estimation o
the edge locaion.

Since the gradients are derived analyticdly, they are not
affeded by the (high amourt of) noise in the refledance
data. Maas [200q noted that the low signal-to-noise ratio in
the mefficients of equations for matching height data
caused an overestimation d the matching predsion. The
usage of an analyticd edge model will allow amoreredistic
estimation.
» The observation equations can be formulated for the
origina laser points and donot require mmputations on an
additional data structure, like aTIN.

In order to oltain acairate results, one shoud, however, seled
long edges for the matching. This is required becaise of the
high ndse level in refledance data, but aso since only few
points may fal within a distance of R from the elge. The
amourt of these points depends on the ratio between the point
distance and the footprint size and onthe orientation d the edge
with resped to the scan lines. In bad configurations only very
few or even no ponts may contribute to the elge locaion
estimation. This doud, however, then result in a very high
value of the estimated edge locaion predsion. By cheding the
propagated refledance variances those alges can be seleded
that have agoodlocaion acarragy.

The alge locaion equations above were formulated such that an
edge is locaed in a single laser data set. If the assumption can
be made that the systematic atrorsin the laser data do nd cause
a rotation d an edge, the ealge fitting can aso be dore
simultaneously in two or more point sets, using the same elge
orientation a for al point setsin which the edge is visible. This
may further improve the off set estimation between strips.

Initial values are required for al four edge parametersro, ry, Q,
and d. They can eaily be obtained by low level image
processng of the gridded refledance data. Figure 8 shows
deteded long edges that were obtained in the lower image of
figure 5 by a dtraight line growing agorithm on a median
filtered image. Statisticd tests on the fit of the refledance data
to the alge model shoud be used to eliminate those edges that
can na be modelled properly by this model. This can be the
cese if the elge is dightly curved o if other objeds nea the

edge violate the asaumption that the refledance strength is
homogeneous on bah sides of the edge.

e

Figure8: Extraded lines on a median filtered refledance
image.

As for matching height data, one shoud avoid refledance elges
nea ocdusions or height jumps. By examining the height data,
this can be verified easily.

4. CONCLUSIONS

In this paper it was shown that the determination o offsets
between laser altimetry datasets can na be solved reliably by
standard least squares image matching agorithms. This holds
for height data & well as for refledance data. Height jump
edges in laser atimetry data show the same behaviour as edges
in binary imagery. Their locaion may show a bias which
depends on the edge length and the orientation o the edge with
resped to the scan line diredion.

For matching height data it was advocated to aso use linea and
planar fedures besides points for which offsets can be
determined in threedimensions. Because of the limited width of
linea feaures amodel based fitting may often be required.

Refledance data may be suitable for the ettimation o
planimetric offsets, even though its noise level is often fairly
high. In order to avoid biases in the estimation d edge
locations, the resporse of a laser bean to a grey value elge
neeads to be modelled. The usage of such an edge response
function aso enables the mmputation d noise free gradients,
which results into a better convergence behaviour and a more
redigtic estimate of the elge locdion predsion.
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