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ABSTRACT
Whereas the objectives of a strip adjustment procedure are simple to define, namely improving the accuracy of laser data
and creating a seamless dataset, achieving them is difficult. Complex data acquisition systems and data that carry only little
information are two aspects that make the formulation of a strip adjustment model difficult. Furthermore, difficulties in
processing the data manually and the existence of partial data that usually contain only the laser points but not the system
measurements, are other aspects that should be handled by a strip adjustment algorithm to make it useful. This paper presents
a 3D system-driven strip adjustment algorithm. Based on the properties of the data the error recovery model is surface based.
To eliminate manual processing of the data, handling tie and control information is autonomous, and to have the model
applicable, the input data are the laser points. The application of the procedure is demonstrated here for the estimation of
GPS biases to analyze the magnitude of positional offsets in the data. Results show the existence of significant errors in
position.

1 Introduction

Adjustment of airborne laser scanning data has received grow-
ing attention in recent years. The aim of improving the ac-
curacy of the data and the existence of offsets in the over-
lapping areas of the laser swaths has turned wider attention
to the need for adjustment. The effect of the offsets is not
limited to degraded accuracy but pose great difficulties in
forming a seamless dataset out of the individual laser strips
and complicate significantly further processing of the data.
Indeed, there is still a debate whether laboratory and in-flight
calibration can eliminate those errors, but reality shows that
noticeable errors still exist in the laser data. Their removal
requires the derivation of adjustment procedures for airborne
laser scanning data.

The elimination of the errors from the laser data presents sev-
eral challenges, among which the error model is the central
one. Errors in the systems can be attributed to the individual
components of the data acquisition system (GPS, INS, and
range-finder systems) as well as to their integration; some er-
rors might be constant for a whole mission while others may
vary over space and time. A thorough error modeling does
not guarantee yet their estimation as some errors may have
similar effect as others and result in rank-deficient matrices
or in weak estimation of the parameters. The error model
is therefore not limited to the error analysis but should be
followed by a recoverability analysis of the modeled errors.
In addition, the nature of laser data requires the develop-
ment of adequate algorithms to recover the systematic er-
rors. In contrast to traditional reflectance data that are used
in photogrammetry laser points sample the shape of the over-
flown surface. Point correspondence is practically impossible
to establish under such conditions, and therefore shape based
rather than traditional point based algorithms are needed.

While there is a growing interest in the elimination of sys-
tematic errors from the laser strips the work that has been
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carried out so far is rather limited. The majority of the re-
ported algorithms consider the offsets only along the height
direction and can be termed as one-dimensional adjustment
procedures (Vaughn et al., 1996; Ridgway et al., 1997; Crom-
baghs et al., 2000; Kager and Kraus, 2001; Kornus and Ruiz,
2003). The level of complexity of the models vary among im-
plementations but their concern with minimizing the height
offsets while ignoring in large positional offsets, is common.
Reference features (control or tie objects) are usually cho-
sen over flat horizontal surfaces where the height offsets are
noticeable, well defined, and easy to measure. Existence of
planimetric offsets in the data (see e.g., Bretar et al., 2003)
will hardly be compensated for with this adjustment and are
likely to remain. Another noticeable shortcoming of com-
mon adjustment procedures is the error recovery model that
is usually chosen. In most cases, the applied procedure mod-
els the biases as transformation parameters on the laser point
coordinates; they can therefore be regarded as data-driven so-
lutions. As was demonstrated in Schenk (2001); Filin (2003a)
some of the errors cannot be compensated for this way and
some offsets will be left in the data untreated. An alter-
native solution in which the system errors are modeled and
solved for allows for the actual errors to be modeled properly
and therefore eliminated. However, as a system driven solu-
tion it requires the system observations as an input (see e.g.,
Burman, 2002). These observations are usually not available
to the end-user so with no access to them this procedure is
rather limited in its applicability.

An optimal solution for the adjustment should opt at model-
ing the actual errors in the system but at the same time be
practical and assume the existence of the type of data that is
usually available to the user. The work presented here con-
cerns the implementation of a system-driven strip adjustment
model. The strip adjustment model is three-dimensional and
accounts for positional as well as height offsets. The im-
plementation assumes that only laser points are given as an
input. Analysis of the model and implementation concerns
are discussed in greater details on Filin (2003b). To assess
the significance of a 3D strip adjustment model the paper an-



alyzes the positional and height offsets as error sources and
evaluates their magnitude and their contribution to the re-
moval of the offsets between strips. The paper is organized
as follows; first the error recovery model is outlined, where
GPS offsets are modeled here as systematic errors. Follow-
ing a description of the extraction of tie information for the
adjustment results are presented and are followed by conclu-
sions.

2 Error recovery model

The error recovery model is based on modeling the system
errors and their effect on the geolocation of the laser point.
Based on the integration of the observations from the three
individual components of the laser system the geolocation
of the laser points, when transformed into a local reference
frame, is given by equation 1
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with xl, yl, zl the footprint location; X0, Y0, Z0 location of
the phase center of the GPS receiver in the local frame; RINS

rotation from body reference frame to reference frame defined
by local vertical; δx, δy, δz offset vector between the phase
center of the GPS antenna and laser firing point; RM the
mounting bias, which designate rotation between the altime-
ter and the body frame; ρ range vector measured by laser
system; ēx, ēy, ēz random error components.

Introducing GPS biases that contribute offsets into the posi-
tion of the laser point, equation 1 becomes
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with δX0, δY0, δZ0 as the GPS biases in the x, y, and z di-
rections respectively. In general, one cannot assume that the
offsets will remain constant throughout the mission as offsets
in position may vary over time. As a result the offsets are
assigned to the laser strips themselves. An error model that
covers a wider variety of error sources in the laser system is
given in Filin (2003b).

The model for solving the errors is based on utilizing natural
and man-made surfaces to recover the systematic errors. The
approach is based on minimizing the distance between the
laser point coordinates and the actual surface. By locally
approximating the surface as a plane and constraining the
laser points to lie on the plane, the following relation can be
written down.

s1xl + s2yl + s3zl + s4 = 0 (3)

where s1, s2, s3, s4 are the surface parameters. Using the
relation in equation 2 to substitute laser point coordinates by
the observations and the systematic and random errors, the
error recovery model is obtained. The formula for solving the
parameters is given in equation 4.

wi = s1δX0 + s2δY0 + s3δZ0 + s1ēx + s2ēy + s1ēz (4)

With wi, the transformed observation. The form provides
one row in the Gauss-Helmert model

wn = An×mξm + Bn×3ne3n , e ∼ {0, σ2
0P

−1} (5)

with w, the transformed observation vector; A, the coef-
ficient matrix; B, the conditions matrix; ξ, the vector of
unknowns; e, the observational noise vector; P, the weight
matrix; σ2

0 , the variance component; n, the number of laser
points; and m, the number of unknowns.

Following the least-squares criterion the parameters are solved
by equation 6.

ξ̂ = (AT (BP−1BT )−1A)−1AT (BP−1BT )−1w (6)

3 Control and tie information

Similar to photogrammetric strip adjustment errors are re-
covered by using tie and control information that register the
strips to one another and the laser block to the ground. The
model is surface based and therefore the natural control enti-
ties are control surfaces. Since not too many, if any, control
surfaces will be available, most of the control information will
be provided in the form of control points. These entities are
introduced into the model as additional surface constraints.
Control points constrain the surface to the given point posi-
tion, namely

s1(X + eX) + s2(Y + eY ) + s3(Z + eZ) + s4 = 0 (7)

with X, Y, Z the control point coordinates, and eX , eY , eZ

are their random error components. It is noted that linear
features can also be supported by this model.

Whereas there is little control on the type of control informa-
tion that will be available to the adjustment procedure, ob-
taining tie information is practically an implementation con-
cern. As the algorithm is surface based, surface elements that
are identified in the overlapping areas of the laser strips are
the natural candidates to serve as tie entities. In a similar
fashion to photogrammetric strip adjustment surfaces that
are introduced into the adjustment with no a priori surface
model are considered as tie objects (tie surfaces). Their ap-
proximated parameters are computed from the data and re-
fined within the process of the strip adjustment. The identi-
fication and selection of tie surfaces is part of the strip ad-
justment algorithm.

If the aim is to develop an autonomous laser strip adjustment
procedure the algorithm should identify suitable tie regions in
the data and extract the necessary information. The iden-
tification of tie surfaces in the data is conducted under the
framework of surface segmentation. Segmentation here con-
cerns with the separation of unsuitable regions and points
that are unusable for the purpose of laser strip adjustment,
e.g., vegetation points or forested regions where not too many
points are reflected from the ground, and with the partition of
the smooth regions into segments. The choice of a segmenta-
tion (and not for example a filtering method) is based on the
realization that identifying suitable points and regions for per-
forming the strip adjustment is insufficient. The dependency



Figure 1: Segmentation of the overlapping part of two parallel
strips

on surface parameters implies that noisy data can result in
noisy parameters. Therefore, attenuation of the noise com-
ponent in the laser data, or in other words regularization of
the laser surfaces becomes mandatory.

The segmentation algorithm that was developed for this pur-
pose is based on clustering the laser points was (see Filin,
2002). The implementation is based on computing a feature
vector for each laser point followed by an unsupervised clas-
sification of the attributes in a feature space. In the feature
space each point is represented by its feature vector, where
the values of the feature vector determine the laser point co-
ordinates in this space. Clusters are then identified according
to proximity of points in feature space. Validation and refine-
ment phases follow the extraction of clusters from the feature
space. The validation phase concerns verification that indeed
all of the cluster points are part of one surface, and the refine-
ment phase tests the extension of the cluster to neighboring
points or neighboring clusters. The validation and refinement
phases are controlled by the fitting accuracy of an analytical
surface to the point clusters, where upper and lower bounds
for the fitting accuracy are set to avoid under and over seg-
mentation. The choice of fitting accuracy as a control fits
well to the strip adjustment application. In general, segmen-
tation algorithms tend to aggregate points that are part of
the same physical surface, sometimes on the expense of the
overall accuracy of the fitted surface. In the current case
where the reconstruction of the actual physical surface is of
somewhat less importance the accuracy criterion allows to
generate surface with a given level of accuracy and include
points within it that indeed belong to it. The results of the
point clustering algorithm are presented in Figure 1 and show
that the accuracy criterion allows still to reconstruct well the
physical surfaces. As one can notice the segmentation results
segment both the ground and detached objects, which is dif-
ferent than filtering algorithms that usually extract the bare
earth only.

4 Discussion and Results

The surface based model allows the application of the strip
adjustment procedure over general surfaces and with the seg-
mentation algorithm natural as well as man-made surface can
be incorporated into the adjustment. Estimation of the bi-
ases does not require the existence of any distinct landmarks

or flat horizontal surfaces either as control or tie entities in
the overflown area. As a result there are only little restric-
tions on initial condition in which the model can be applied.
The algorithm does not require knowledge of the correspon-
dence between the laser points and their actual location on
the ground, mostly because of the association of points to
surfaces from the outset. As surface elements are defined
here explicitly via the point clustering algorithm, problems
due to occlusion or height jumps that occur when comparing
points to TIN based surfaces are avoided with this represen-
tation. Equation 4 allows the derivation of criteria for the
estimation of the different parameters. As can be noticed,
over horizontal or near horizontal areas the positional biases
cannot be estimated well or estimated very weakly. The esti-
mation of these biases require sloped surfaces. The inability
to recover some errors over horizontal surfaces indicates the
simple fact that the effect of these errors is unnoticeable. Fol-
lowing similar analysis to the one performed in Filin (2003a),
one can see that the estimation of the positional offsets re-
quires surfaces with slopes in different directions. Steeper
slopes contribute to smaller variances and the variation in
normal directions reduces the correlation between the esti-
mates. Experience shows that even modest slopes of about
10 percent are sufficient for obtaining estimates with small
variances.

Considering the approximation of the system observations. In
general the geolocation of a laser point requires 14 observa-
tions – eight system measurements (GPS, INS, and the laser
scanner measurements), and six more for the offset vector
and the mounting bias. The user is usually provided only with
the three coordinates of the laser point. Therefore the error
recovery model requires these observations to be recovered.
Equation 4 shows however that for the offsets the influence of
the observations does not appear on the left-hand-side of the
equation but only in the right-hand-side which refers to the
differences between the laser point position and the control
or tie surface, these differences can be computed by the given
laser point coordinates. As a result for the computation of
the offsets, there is no need for approximation of the system
observations. The data that is usually provided in the form
of the x, y, z coordinates of the laser point can be regarded
as sufficient.

The application of the model with the computation of the
offsets per strip is demonstrated over the Eelde area in the
Netherlands. The dataset consists of twenty strips that are
composed of two sub-blocks of ten parallel strips each where
one sub-block crosses the other. The flight configuration is
illustrated in Figure 2. No control information was available
for the adjustment thus forcing an adjustment with tie sur-
faces only. To avoid rank deficiency an adjustment with a
fixed datum constraint was applied by fixing the offset of the
first strip to zero.

Tie surfaces were extracted in the overlapping regions of the
parallel strips of one of the two sub-blocks (see Figure 2),
and in the overlapping region between the two sub-blocks.
As Figure 2 shows the same region could have appeared in
four individual strips, and thus be segmented four times. To
avoid multiple segmentations of the same area, each area was
segmented only in one strip and corresponding laser points
from other strips were later referred to that segment. The
choice of which strip to segment and then what region in
the strip to segment was performed by ordering the strip and



Figure 2: Tie surfaces for adjustment of the parallel strips in
the Eelde block

by boolean operations to find the relevant overlapping areas
that were not segmented so far. Association of counterpart
points (i.e., from other strips) to a segment was performed as
follows, for each counterpart strip points that are in or close
to a segment were collected and a plane was fitted through
them, points that exceeded a preset tolerance were rejected.
This procedure introduced a safeguard to exclude erroneous
points to enter the adjustment from the outset. Result of
the extracted tie surfaces for the an adjustment of only one
sub-block are illustrated in Figure 2. These segments serve
and the tie surfaces for the adjustment.

The results of the adjustment of the whole block are sum-
marized in Table 1, the variances of the estimated offsets are
very small and are therefore not listed. As Table 1 shows the
magnitude of the planimetric offsets is bigger than the height
offsets by an order of magnitude. The positional offsets reach
the order of tens of centimeters whereas the height offsets are
on the order of a few centimeters, the biggest among them is
four centimeters only. These results indicate that a 1D adjust-
ment of the data is insufficient for the adjustment of airborne
laser data. The relatively small height offset can be attributed
to the higher level of accuracy in the height determination,
or to a 1D adjustment of the data that was performed be-
fore the data was delivered. Figure 3 shows the offsets prior
to the adjustment and the results after the dataset was cor-
rected for the offsets. As can be seen there are noticeable
planimetric offsets before the adjustment whereas the offsets
in height can hardly be noticed. The offsets were eliminated
after the adjustment parameters were introduced. The re-
sults of the adjustment were also evaluated by a comparison
of the fitting accuracy of a surface to a segment (that consist
of points from more than one strip) before and after the ad-
justment. The results show an impressive improvement. For
tilted surfaces where offsets are noticeable the fitting accu-
racy for surface that was reduced from about 35cm before
adjustment (where the fitting accuracy of a segment from
one strip only was 5cm) to a fitting accuracy of about 6cm
after adjustment. Post adjustment results show indeed that
the positional offsets were eliminated.

Table 1 shows that the offsets within a sub-block are more or
less of the same order, however they are not the same. Fig-
ure 4 that shows the variation in the magnitude of the offsets

ID. δX0[m] δY0[m] δZ0[m]

P1 0.05 -0.01 0.04

P2 -0.17 -0.30 0.02

P3 -0.24 0.01 0.02

P4 -0.08 -0.25 0.02

P5 -0.16 -0.11 0.01

P6 -0.11 -0.21 0.04

P7 -0.25 -0.06 0.01

P8 -0.11 -0.14 0.00

X9 -0.27 0.29 0.01

X1 -0.46 -0.33 0.02

X2 -0.43 -0.49 0.01

X3 -0.56 -0.21 0.02

X4 -0.20 -0.31 0.01

X5 -0.48 -0.07 0.02

X6 -0.33 -0.11 0.02

X7 -0.34 -0.02 0.01

X8 -0.18 -0.11 0.01

X9 -0.21 -0.37 0.03

X10 -0.34 0.28 0.01

Table 1: Offsets between for the individual strips. Strips
from the parallel sub-block are denoted by P, strips from the
crossing sub-block are denoted by X.

(the offsets norm) for the cross strips sub-block and indicates
this also graphically. It is therefore not advisable to consider
the offsets constant for a whole block. To test for variations
of the offsets within a strip the offsets were computed for
smaller sections within the strip but did not reveal significant
changes, therefore the strip unit seems to suit here. A more
detailed inspection of a few horizontal surfaces have indicated
that there are some trends that appear to arrive from angular
biases (such as mounting or INS biases). The magnitude of
these trends is of smaller order but still require treatment.
Extension of this work will concern with their elimination.

5 Concluding remarks

Reaching the potential accuracy of laser data and eliminating
artifacts requires the removal of systematic errors from the
data. A strip adjustment formulation enables removing both
errors that were not properly eliminated before takeoff and
ones that occurred during the mission. By using a system
driven solution in the current modeling the actual errors in
the system can be removed. The proposed model offers a
natural way for eliminating the systematic errors as it con-
strains the laser points to the surface. The selection of a
surface based model enables using general topography and
natural and man-made surfaces for the adjustment and do
not require distinct object in the overflown region. Results
of applying the model on a block consisting 20 strips among
which ten strips were taken in a “cross-strip” pattern have
demonstrated the existence of significant positional offsets in
the data of one order of magnitude bigger than the ones in
height.
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