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ABSTRACT

Mixed or Augmented Reality (AR) systems align computer generated virtual objects and real world objects with each other
to enhance the vision of the physical reality with the virtual objects in a manner, that will allow a user to interact with
spatial data in his natural environment and scale (1:1). Especially when dealing with natural disasters the advantage of a
user’s view augmented with additional supporting data is apparent. Activities like preventive protective measures, effective
reaction and reconstruction need to be assisted by a technology that improves the operators efficiency and performance.
This approach deals with a system that serves particular needs regarding earth science and disaster management. We
will present our work developing an AR-System (ARS) and its components with examples of practical applications. The
crucial point of this implementation is the use of laser scanning models with adequate accuracy, reliability, actuality
and completeness. VRML tiles produced from the laser scanning data are displayed in the operator’s field of view
together with additional water surface models or simple features like points and lines. These geometrical objects are
visualised and controlled using scene graph parent-child relationship of Java3D. In this paper, flood disasters are used
to illustrate possible applications in a typical four-phased disaster management process. Additionally, several examples
representing the virtual water surface for flood damage prediction are discussed. Results of virtual water models are used
by applying digital image processing techniques to laser scanning data in order to provide tactical information for disaster
management.

1 INTRODUCTION AND RELATED WORK

The ”Reality-Virtuality Continuum” (Milgram, 1994) (fig.
1) defines mixed reality as a generic term being in-between
the real world and complete virtual environments. Mixed
or augmented reality (AR) extends a user’s vision of the
real world with additional information of computer gen-
erated objects with the user being in the real world. This
is in contrast to virtual reality where the physical world is
totally replaced by computer generated environment. Al-
though vision is not the only sense that can be augmented,
it is the strongest one (visual capture) - what we seeis
”true” (Welch, 1978).

Figure 1: The Reality-Virtuality Continuum

If augmented objects are derived from spatial data which
represent real features like buildings or streets, an exact
overlay of these objects with the real objects is a funda-
mental requirement. Additionally this overlay has to hap-
pen in real time (Azuma et al., 2001) to let the user’s vi-
sion keep the impression of the augmentation during move-
ments.

With augmented reality systems, the user can interact with
spatial data in his own natural scale, 1:1. Spatial features
and meta data can be queried by position and view direc-
tion and can be interactively manipulated in the viewed
scene. In contrast to handheld computers with 2D map dis-
plays, the user is unburdened from the task of comparing

the results of a spatial query shown on the display with the
environment on site. Another possibility is to show objects
covered beneath the surface to see underground features
like tubes (Roberts et al., 2002).

The MARS Project (Ḧollerer et al., 1999) experimented
with AR solutions for pedestrian navigation, both indoors
and outdoors. (Livingston et al., 2002) provide a mobile
outdoor system for military operations. The Australian
”Tinmith” project has developed an indoor and outdoor ca-
pable system with a solution for interactive data manipu-
lation e.g. with gloves which are typically utilized in VR
applications (Piekarski and Thomas, 2001).

All of these projects have some typical hardware compo-
nents in common that are needed for an ARS. These con-
figuration affected our hardware selection which is dis-
cribed in the following section.

2 HARDWARE

The head mounted display (HMD) system, Nomad from
Microvision, projects an SVGA (800×600) image with a
semi-transparent mirror directly on the retina, overlaying
see-through information on the user’s vision. The advan-
tage of this solution is bright ”display” that can be used
outdoors, the disadvantage is a lack of colors. The mono-
chrome display supports 32 shades, covering a field of view
of 23◦×17◦ which equals a 17” Display at arm’s length.
Furthermore our system is monocular. There is no need for
a stereo display, because human vision is able to combine
the three dimensional impression of the real world with the
augmented objects from the HMD.



Digital video cameras are used to augment video image
streams. A camera based ARS is easier to implement and
experiment with than the combination of human and HMD
because the calibration of head mounted displays is more
complicated and time consuming than camera calibration
(Leebmann, 2003). The results of calibration and track-
ing are better controllable by measurements than the visual
impression of a human wearing a HMD which cannot be
measured objectively.

The orientation of head or camera movement is tracked
with a low-cost, straped down inertial measurement unit
(IMU) from Xsens, model MT-9B, that provides static ori-
entation accuracy< 1◦ with a resolution of0.05◦ at 512Hz
output rate. Typically such sensors make use of additional
magnetic field sensors together with inclinometers to pro-
vide absolute orientation values without the need for ini-
tialisation at startup but the magnetic sensors make the
IMUs vulnerable to magnetic distortions. The small size
and low weight makes the sensor suitable for head mounted
operation.

For positioning, a differential GPS solution with high 2-
frequency receivers is deployed. In real time kinematic
(RTK) mode the system provides an accuracy of 1cm for
the location at an update rate of 1Hz.

The development of new, wearable augmented reality sys-
tems is beyond the scope of our projects that use the tech-
nology. All hardware components are off-the-shelf, con-
nected over USB or serial lines to a notebook. All com-
ponents are mounted on a backpack with a fixed frame to-
gether with the notebook (fig. 2). IMU(s) are mounted
on the display solutions currently deployed, HMD or cam-
era. The system can be controlled with a wrist worn key-
board. The notebook’s display can be exported over blue-
tooth based network to an handheld computer for debug-
ging tasks, but during development and testing it is not
fixed to the backpack for more comfortable work.

3 PROBLEMS AND SOLUTIONS

The real time requirement causes the biggest error for aug-
mented reality systems (Holloway, 1995). The system de-
lay (latency) can cause a misalignment of real and virtual
objects. The impression of augmentation is lost, virtual
and real part of the vision are showing different scenes.
Moderate head movements of 50◦/s can cause a misalign-
ment of 1mm every ms in an indoor environment (Hol-
loway, 1995). Head movements can reach a rate of up to
300◦/s, about 1◦ with 4ms. The rotation of 1◦ causes an
alignment error of about 11 Pixel in a calibrated video im-
age with a camera resolution of 640×480 pixel (You et al.,
1999). Generally, an augmented reality system has to be
able to update display or video image information at least
with 15Hz for the impression of movement in human vi-
sion.

The low (1Hz–10Hz) update rate of the GPS position causes
problems, too. A pedestrian, e.g. is able to move on 1,7m
within one second at a given speed of 6km/h, making the

Figure 2: Backpack AR Setup

high accuracy of 1cm±1ppm of our receiver useless during
the user’s movement. Another serious problem is the fact
that GPS isn’t reliable in urban environments due to shad-
owing effects of tall buildings that cause outages due to
satellite signal loss. One solution to this problem is a com-
bination of the complementary features of INS and GPS:
The double integration of acceleration values together with
the orientation will theoretically give the covered route.
But the error will increase exponentially over time due
to the incremental integration (drift). This effect can be
compensated by GPS measurements. GPS/INS combina-
tion as a flight navigation solution has been introduced in
late 1980s and is offered for sale since 1996 (Scherzinger,
2001).

In the case of pedestrian navigation the situation is differ-
ent. The human movement causes accelerations in all di-
rections. The vertical and longitudinal accelerations (see
fig. 3 for raw vertical and longitudinal accelerations with
an Xsens MT9-B fixed at the lower backside) can be used
for an analysis of a person’s step acceleration patterns in
order to extract the covered distance (Talkenberg, 1999).
DGPS can be used to calibrate the step pattern in situ.
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Figure 3: Accelerations during human walking

Different types of hard or soft underground cause differ-
ent step pattern. This patterns change completely with a
slope> 10◦. Taking the wrong time intervals will re-
sult in wrong number of steps. This can cause travelled
distance errors of 10m or more meters in dead reckon-
ing mode (Ladetto et al., 2000). (Ladetto and Merminod,
2002) present a combination of GPS, INS, electronic com-
pass and barometer in a small wearable system that is used
in a pedestrian navigation system for the blind. The system
is capable of detecting several walking patterns including
up and down stairs movement. It can track the person’s
path even indoors with several navigation algorithms that
compare the information of the output of all sensors and
using different strategies in case of sensor outages or con-
flicting information.

A wealth of research deals with fusion of several sensors in
order to overcome the weaknesses. Vision based methods
e.g. are used in combination with INS to improve head mo-
tion tracking accuracy (Ribo et al., 2002, You et al., 1999)
with the computer vision algorithms providing information
of low frequency movements and INS for fast movements.

3.1 Occlusion

An unprocessed overlay of virtual objects in a video stream
or on a head mounted display system will not result in a re-
alistic impression of the fusion of real and virtual scene.
Without any further processing virtual objects behind a
real object like a building will be displayed in front of that
building instead of being occluded by it.

In order to solve the occlusion problem in computer graph-
ics we can use depth information (z-buffer) of objects to
be displayed. A matrix is used to store distances from the
projection center to the object models for each pixel. The
object with a smaller distance to the projection center oc-
cludes the one with a greater distance.

In augmented reality the depth information of the augmented,
virtual objects can be calculated because the geometry about
these objects is accessible. But for the real objects on the
video stream there is in principle no information about the
geometry. Additional data acquisition is necessary in order
to generate the depth information for real objects. Other
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Figure 4: Schema of occlusion processing

possibilities are the use of image processing (Simon and
Berger, 1999) or probabilistic models of form and posi-
tion (Fuhrmann et al., 1999). The virtual objects that are
used to provide the depth information about the real objects
are not displayed. They are called ”phantoms” (Grohs and
Maestri, 2002, Fuhrmann et al., 1999). The used occlu-
sion solution in this work is shown in figure 4. Here the
depth information (phantoms) is extracted from a digital
elevation model derived from laser scanning or, if avail-
able, from building models. These models are used to con-
tinuously calculate the depth information according to the
camera movements. The phantoms used for the depth in-
formation are not visible, they are replaced by pixels from
the video image. The depth information for the real and
the virtual scene are compared, pixel by pixel. A real ob-
ject that is more distant from the projection center than a
virtual object at a distinct pixel will occlude the real one,
and vice versa.

4 AR FOR DISASTER RELIEF: HIGH WATER

4.1 Motivation

In 2002, 30% of all damaging events, 42% fatalities, 50%
economic and 37% insured losses are due to high water
worldwide (R̈uckversicherungs-Gesellschaft, 2002). Apart
from storms, high water causes the most damage in com-
parison to other natural disasters. Disaster management



tries to reduce damages with preventive protective mea-
sures before any high water event and effective disaster re-
action while fighting the high water. The disaster manage-
ment cycle consists of four phases illustrated in figure 5:
Mitigation is the ongoing effort to lessen the impact disas-
ters may have on people and property, preparedness means
the measures before the occurrence of an emergency. Sim-
ulations, training situations and information visualisation
can be done during the first two phases. Response refers to
the immediate actions during the emergency. It is impor-
tant to make adequate decisions during this time-critical
third phase. And finally, recovery is the process of going
back to normal.

Mitigation // Preparedness

²²
Recovery

OO

Responseoo

Figure 5: Cycle of disaster management

Flood simulations basically rely on calculations based on
measurements of rain and topography. In literature sev-
eral different solutions for flood simulation are presented.
(UNESCO Training Module on GIS-Module H-2, 1999)
and (Casper, M. and Ihringer, J., 1998) e.g. describe tools
for simulating flood using a digital elevation model.

4.2 System, Data and Results

Results of high water simulations can be used as a basis for
planning disaster response measures. Visualisation of re-
sults is needed in order to help the local forces interpreting
them. The 3D visualisation with AR can be useful to ex-
pand the comprehension of the situation during the disaster
(fig. 6).

Figure 6: Virtual water surface nearby a real building, re-
sult of occlusion processing

In the city of Cologne authorities installed a mobile flood
protection wall, shown in figure 7, to protect the old town
against flooding from the river Rhine.
†Source: Sabine M̈owes, An der Schutzmauer,http:

//www.stadt-koeln.de/hochwasserschutz/bilder/03808/
index.html

Figure 7: Mobile wall in the city of Cologne†

Figure 8: 2D view of polygon representing an aera pro-
tected with mobile walls

In order to simulate the effect of such mobile walls, the
user can draw a polygon in a 2D view of the flood zone
which represents the virtual position of a mobile wall (fig.
8). In the 3D view of the area (fig. 9) the user can see the
water surface around the protected area.

This approach overlays virtual objects on a video stream
that can be viewed live on a laptop’s screen. The GPS re-
ceiver and the inertial sensor provide necessary informa-
tion about position and orientation of the camera’s view in
order to overlay the vision of the real world with virtual
buildings and water surface models.

The data used are building models, a digital elevation model
derived from airborn laser scanning and hydrological data
like the amount of rainfall in a region. The laser scan-
ner data is used in different ways. The last pulse data
provides elevation information of the surface with build-
ings but roughly without vegetation. A filter algorithm that
uses an image pyramid method extracts the digital terrain
model out of the laser scanner data (Coelho et al., 2002).
Flood water simulation models use hydrological data to-
gether with digital elevation models in order to estimate
the water surface at a given time. The simulations models
and the hydrological data are provided by the Institut für
Wasserwirtschaft und Kulturtechnik (IWK) at the Univer-
sity of Karlsruhe. The project scheme is shown in figure
10.



Figure 9: The effect of the protected area in the 3D view
of the flood zone

Figure 10: Project structure

5 AR IN GEO SCIENCES

The project ”Advancement of Geoservices‡” aims at de-
veloping an overall concept for acquisition, management,
usage and visualisation of geodata for mobile geoservices
(Breunig et al., 2003a, Breunig et al., 2003b). The project
is subdivided into four working groups. The database group
is developing web based GIS components for online access
of spatio-temporal objects. Others do research on mobile
data acquisition, usage and analysis and the definition of
standardized interfaces for geoservices. Our group is de-
veloping an ”Augmented Reality GIS Client” for online
visualisation, processing and acquisition of 3D datasets.

A use case was chosen in the field of Geosciences as the
application frame. The AR system allows for the visualisa-
tion and measurement of underground geo objects in a mo-
bile real time environment which makes it possible to anal-

‡The research project ”Advancement of Geoservices (Weiterentwick-
lung von Geodiensten)” has been fundet by the German Ministry of Edu-
cation and Research (BMBF)

yse geological and geomorphological processes directly in
the terrain. To show the utility and feasibility of such a sys-
tem, data of a project investigating landslide processes will
be used. Data are made available by the Landesamt für Ge-
ologie, Rohstoffe und Bergbau (Land Office for Geology,
Resources and Mining) in Freiburg i.Br., Germany. The
investigation site is an area of mass movement on the Alb
which has to be routinely monitored due to a road cross-
ing the risk area. Data are available as points, lines, three-
dimensional landslide bodies, DEM and attribute data. The
AR system can help in data acquisition and assessment
of the current state of the movement by visualising addi-
tional data like geological structures, soil parameters, bor-
der lines and textual information. The application scenario
can also provide data in 4D (several epochs of data have
been gathered in the past), which will be stored into the
4D database system being developed by the database group
and therefore allows to ”see” the landslide moving in the
past. This application scenario allows to show the inte-
grated use of the joint developments based on a common
architecture, 2D real time data display and collection, AR
based display and data collection based on a common 4D
Geo Database.

6 CONCLUSIONS

Augmented reality is an appropriate technology for use
cases, where people need additional spatial information
on-site. Today’s HMDs are already capable of overlaing
the display information directly into the user’s vision and
once head tracking and navigation systems become small
and affordable enough the technology will be adopted in
many applications.

Disaster management is just one of these applications that
benefit from AR. In the case of high water management,
predictions from hydrological simulations of water surface
models, directly visualised with real video images, help
understanding the situation in the near future. This under-
standing makes it easier for disaster management to pre-
pare preventive measures like the placement of mobile wa-
ter protection walls.
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