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ABSTRACT

This paper introduces a novel method for affine invariant matching using Zwickels that is especially well suited for im-
ages of man-made structures. Zwickels are sections defined by two intersecting line segments, dividing the neighborhood
around the intersection point into two sectors. The information inside the smaller sector is used to compute an affine
invariant representation. We rectify the sector using the line information and compute a histogram of the edge orientations
as a description vector. The descriptor combines the advantage of accurate point localization through line intersection as
well as higher descriptivity through use of a larger image region compared to descriptors computed around the points.
Compared to other affine invariant descriptors we demonstrate that our method avoids the problem of depth discontinu-
ities. In several matching experiments we show that our features are insensitive against viewpoint changes as well as
illumination changes. Results are presented for aerial and terrestrial images as well.

1 INTRODUCTION

The computation of features that are invariant against view-
point and illumination changes is a crucial step in every im-
age matching or image indexing task. Commonly used fea-
tures are the affine invariant ones, since perspective trans-
forms, as they occur in wide baseline setups can be lo-
cally approximated by an affine transform. Typically an
interest point detector provides locations at which a lo-
cal affine invariant descriptor is computed. Based on the
assumption, that the area around the interest point is pla-
nar or sufficiently smooth an affine invariant descriptor is
useful. Several methods have been proposed in literature
e.g. by. Baumberg (Baumberg, 2000), Lowe(Lowe, 1999),
Schmid and Mohr (Schmid and Mohr, 1997). Mikolajczyk
and Schmid (Mikolajczyk and Schmid, June 2003) eval-
uated the performance of several local descriptors. The
most challenging problem in these approaches is to find
the correct scale i.e. the spatial extension of the support
region around the point. Other methods define an invariant
region by finding a stable border as proposed by Schaffal-
itzky and Zisserman (Schaffalitzky and Zisserman, 2001),
Tuytelaars and Van Gool (Tuytelaars and Gool, 2000) or
Matas et.al (Matas et al., 2002). Larger regions seem to be
preferable because they allow a more distinctive descrip-
tion, but on the other hand are more likely to contain oc-
clusions if the same region is viewed from a different view-
point. Larger regions may also deviate from the planar case
or exhibit large perspective distortion.

In this paper we present a method for the detection and
affine invariant description of image regions using Zwick-
els1. A Zwickel is formed by the intersection of two lines,
where the intersection points of the line segments serve as
interest points. The principal idea behind this approach is,
that the area between intersecting lines is in many cases
planar. Unlike other methods that compute the descrip-
tor for a symmetric or skew-symmetric region around the
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interest point, we use the dividing property of the line seg-
ments to compute the descriptor only for the smaller sector.
This has the advantage, that if two sectors match, we com-
pare only the correct parts and thereby achieve a higher
discrimination ability, especially if lines are lying on depth
discontinuities. Our approach is split up into two steps:
first we detect potential Zwickels by searching for inter-
secting line pairs. This step yields accurate points of in-
terest and subdivides the region around this point into two
sectors. The lines therefore automatically provide a seg-
mentation by dividing the region around the interest point
into two sectors.
In the second step we compute affine invariant descriptors
for those sectors that are enclosed by the intersecting lines.
The computation of the affine invariant descriptor involves
a rectification of the enclosed sector and the construction
of a histogram of the edge orientations. It is clear, that
the proposed interest points can only be detected in im-
ages, where a sufficient number of lines is present - this
is true for images containing typical man-made structures.
The geometric accuracy of the intersection points is higher
than those of corner based points of interest. The outline of
the paper is as follows: In section 2 we describe the detec-
tion of Zwickels and the computation of the affine invariant
descriptor. Section 3 shows the application of the Zwickel
descriptors for image matching. Experiments with real and
synthetic images are presented in section 4, concluding re-
marks and an outlook in section 5 close the paper.

2 ZWICKEL DETECTION AND DESCRIPTION

In the following we describe how Zwickels are detected,
explain the rectification process in more detail and address
the computation of the affine invariant descriptor.

2.1 Zwickel detection

The detection of Zwickels is performed as follows: In the
first step 2D line segments are extracted from the image,
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Figure 1: Left: geometry of a Zwickel:pi is the intersection point of the linesl1 andl2 which are extended by a factor
(extension are shown dashed) to ensure intersection. Right: For the rectification the linesl1 andl2 with the enclosed angle
ϕ are mapped to an orthogonal frame using the affine transform matrixA. The transform maps the intersection pointpi

to origin and the lines to the axes of the coordinate system.

those segments are extended by a predefined factor to en-
sure that lines, that are close enough, will intersect. All
reported intersections are then handed over to the Zwickel
formation procedure. For the line detection we use a hi-
erarchical approach, that finds straight lines in a coarse-
to-fine pyramid search. In every pyramid layer we extract
Canny edges (Canny, 1986) with sub-pixel accuracy and fit
straight line segments to sets of collinear edges. In order
to compute intersections we extend the resulting line seg-
ments to ensure a sufficient number of line intersections.
The detection of Zwickels is affine invariant. The lines of
the detected Zwickels are ordered clockwise to ensure the
correct correspondence between the lines of two match-
ing Zwickels. As already mentioned we extend the origi-
nally extracted lines, therefore the intersection points may
lie in a homogeneous region. This is one of the additional
advantages over point-of-interest methods that rely on de-
tection of location of high gradient curvature such as the
Harris corner detector (Harris and Stephens, 1988). Fig-
ure 2 shows two examples of extracted Zwickels with low
gradient curvature at the intersection point.

2.2 Zwickel rectification

In order to compute an affine invariant representation of
a Zwickel, we map the image data inside the sector that
is bounded by the lines to an orthogonal frame (see Fig-
ure 1). An affine transform is computed from one cor-
responding point (the intersection point is mapped to the
origin) and the two line directions. The image region in
the sector is then rectified by applying the affine transform
that maps the sector to an orthogonal frame with the in-
tersection point as origin and the lines as axes of the co-
ordinate system. Equation 1 shows the general form of
an affine transform and its decomposition into a rotation,
scaling and shear transform. The rectification eliminates
the four of the six unknowns of the affine transform: the
translation[tx, ty] through shifting the intersection point
to the origin and rotationϕ and skews through mapping
the lines as orthogonal axis. The remaining unknowns are
the scale factorssx andsy. In order to determine the un-
known scale we use a similar approach as in (Lowe, 1999,
Mikolajczyk and Schmid, 2001). Both approaches use a
scale space search to find the correct scale of the support
region.

(a)

(b)

Figure 2: Examples of extracted Zwickels where the inter-
section point (denoted by the circle) of the two extended
lines does not lie on a location of high gradient curvature
i.e. no Harris corners would be detected at the intersection
point.
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Figure 3 shows two examples of the rectification step.

2.3 Descriptor

In order to achieve affine invariance we apply a scale in-
variant descriptor. The descriptor is inspired by Lowes (Lowe,
1999) SIFT-features.
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Figure 3: Orthogonal rectification: (a) and (c) original image regions inside Zwickel. (b) and (d) rectified image regions.

We first calculate the edge orientationϕ and magnitudem
at each pixel inside the rectified frameI:

m(x, y) =
√

(Ix−1,y + Ix+1,y)2 + (Ix−1,y + Ix+1,y)2 (2)

ϕ(x, y) = atan((Ix−1,y + Ix+1,y)/(Ix−1,y + Ix+1,y)) (3)

An orientation histogram is used as a region descriptor, the
magnitude and the distance of the pixels from the origin
are used as a weight. More formally the histogram is cal-
culated as

H(θ) =
∑
ϕεN

δ(θ, ϕ) ∗ wϕ, (4)

whereH(θ) is the value for binθ (θ ∈ [0◦, 1◦ . . . 360◦])
andϕ denotes angle values in a neighborhoodN inside
the Zwickel,wϕ is the weight ofϕ andδ(θ, ϕ) is the Kro-
necker delta function. The anglesϕ are quantized in accor-
dance with the histogram binsθ. The weightwϕ is com-
puted from the magnitude ofϕ and a function decreasing
with increasing radiusr from the origin(x0, y0). We use
a Gaussian function thuswϕ(x, y) = m(x, y) ∗ g(r), with

r =
√

(x− x0)2 + (y − y0)2 andg(r) = 1
σ
√

2π
e
−r2

2σ2

The parameterσ of the Gaussian function has to be adapted
according to the detected scale. Due to the use of image
derivatives illumination insensitivity is also achieved.

3 MATCHING

In the matching step we want to detect similar regions in
an image pair. Using the Zwickel representation it is easy
to implement several pre-selection criteria to speed up the
matching by reducing the number of putative candidates.
The pre-selection is preformed on the basis of geometric
constraints as well as on image information. We only allow
a maximal angle difference between corresponding lines of
a Zwickel candidate pair. Furthermore we enforce the lines
to have the same gradient direction. If a Zwickel encloses a
darker region than the surrounding, the two lines have dif-
ferent gradient directions and therefore different line types.

Other pre-selection criteria for candidates e.g. by compar-
ing the difference of the gray-value median for the Zwick-
els can be easily implemented. For the remaining candi-
dates we detect the most similar ones by comparing the
descriptors. In order to accomplish this task we have to

choose a proper distance function for the comparison of
the orientation histograms.

3.1 Distance functions

Since the descriptors described in section 4 are histograms
we use probabilistic distance measures to describe the sim-
ilarity. Distance measures for histogram comparison are
theL1 andL2 norm, the Bhattacharyya distance, and the
Matusita distance. The earth movers distance is a more
complex method for histogram comparison and is com-
puted by solving the so called transportation problem, pro-
posed for image indexing by Rubner et.al (Rubner et al.,
1998). Huet and Hancock (Huet and Hancock, 1996) give
a comparison of the performance of this measures for his-
togram comparison. Following the conclusions of Rubner
we chose the Bhattacharyya distance which is defined as:

DBhatt(HA,HB) = −ln
∑

i

√
HA(i) ·HA(i) (5)

The Zwickel pair with the smallest distance is the most
similar in terms of the histogram comparison.

4 EXPERIMENTS

We carried out several experiments to show the perfor-
mance of the proposed method. In all experiments the re-
gion size was30 × 30 pixel. In order to increase the ro-
bustness of the matching we also compute the normalized
correlation coefficientcc for the rectified image patches.
The distance function therefore modifies to:
D = DBhatt(HA,HB) ∗ (1 − cc(A,B)) whereA and
B denote the two rectified image patches andHA andHB

are the orientation histograms for the image patches. In the
first experiment we assess the invariance of the descriptor
against viewpoint changes. Sequences of several box-like
objects were acquired by a turntable setup. The rotation
between two subsequent images is five degrees resulting in
a 72 image series. A key image is selected and we per-
form the matching with all subsequent images. For evalu-
ation purposes we keep thirty percent of the best matches
(smallestD)and determined the number of correct matches
by calculating the epipolar geometry. Figure 6(a) and Fig-
ure 6(b) show the rate of correct matches versus the rota-
tion angle between the camera of the key image and the
camera of the second image used for the matching. The
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Figure 4: Visualization of orientations in the rectified frame: (a) image region with vectors visualizing the edge orientation
(vector length corresponds to the magnitude). (b) histogram of edge orientations

correct matches are the inliers resulting from computing
the essential matrix. The experiment is carried out with
two different versions for the support region: Version one
uses the sector as described in our approach. In version two
the support region is centered skew symmetric around the
point of interest. This comparison assesses the increase in
discrimination ability when using only one sector of the in-
terests points surrounding. The inlier rate for our approach
is represented by a solid line, the dashed line is the inlier
rate for the skew symmetric support region.

Figure 5 shows the differences in the used support region.
Figure 6(a) shows the results for the turntable sequence
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Figure 5: Illustration of the two cases for the support re-
gion. Left: support region lies inside the sector defined
by the intersecting lines. Right: support region lies skew-
symmetrically around intersection point

for real images. One can clearly see the superior behavior
of the sector representation (approx. 20 percent increase
in performance). The variance can be explained by oc-
clusion effects e.g. when a new face of the box appears
and the number of possible candidates increases or when a
face disappears and the number of candidates drops. Our
approach outperforms the version with the skew symmet-
ric support region is the rotation between the cameras in-
creases. In Figure 6(b) illustrates the results for the syn-
thetic turntable sequence. The scene consists of a planar
object with several differently structured textures ’glued’
on it. Due to the lack of depth discontinuities the perfor-
mance between the two versions for the support region dif-

fers less, which again nicely demonstrates the superiority
of Zwickels on depth discontinuities.
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Figure 6: Illustration of the invariance against viewpoint
changes: The rotation between the two cameras is in-
creased in five degree steps form five to ninety degrees.
The continuous line is the result for our approach, the
dashed lines is for the centered support region. (a) shows
the results for the data of the turntable sequence for real
images. The variance results from occlusion effects, when
new faces appear or other vanish. (b) illustrates the results
for the synthetic turntable sequence.

In the following experiment we took several image pairs
and evaluated the matching performance. Figure 7 shows
the 30 percent best matching correspondences for those
image pairs. Table 1 lists the results for four different im-
age pairs. Results using other images are similar. In col-
umn 2 we list the number of total matches found, column 3
shows the number of best matching correspondences used
for estimating the epipolar geometry. In column 3 and 4
we list the number of inliers and outliers accepted or re-
jected by enforcing epipolar consistency. Note that all im-
age pairs show a significant rotation between views. It is
clearly seen that our novel method produces many good
matches and only few outliers. The matching, including
the estimation of epipolar geometry, takes between 6 and



Object total matches matches used for inliers outliers
epipolar geometry

aerial image pair 1 67 67 59 8
aerial image pair 2 51 51 42 9

turntable images ’Obi’ 229 68 66 2
virtual turntable images 282 84 80 4

Valbonne image pair 112 50 41 9

Table 1: Evaluation of the matching performance. Results are given for 5 image pairs. Note that for the turntable images
as well as for the virtual turn table scene most of the inliers lie inside a planar region, for the aerial image pairs several
matches lie on depth-discontinuities where the Zwickel-based descriptor is well suited. For the Valbonne image pair
several matches were found at depth discontinuities since many prominent lines were found on the borders of planar
regions.

14 seconds on a Pentium 4 machine with 2.4 GHz.

5 CONCLUSION

We described a novel approach for computing affine invari-
ant descriptors from Zwickels. Our experiments show, that
these descriptors are invariant against viewpoint changes
as well as illumination changes. Our method is suitable
for images where a sufficient number of lines and therefore
Zwickels can be extracted and the sectors inside the Zwick-
els provide enough texture information to distinguish com-
peting candidates. Further possible improvements are the
use of more complex distance measures for histogram com-
parison, such as the earth movers distance. In the next set
of experiments we plan to test the method also in an object
recognition context.
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Figure 7: Matching results for two aerial image pairs and a terrestrial image pair (Valbonne church). For clarity only 30
percent of the best correspondences are shown. (a) Image pair1. (b) Image pair2. (c) Valbonne image pair


