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ABSTRACT: 
 
In this paper, the authors present an experiment performed in Padua, Italy to model a cultural heritage object from multiple range 
views. This object is Porta Portello, an old monumental door near the University, and has been scanned using the laser scanner 
Cyrax 2500 from Cyra Technologies. A multi-resolution approach was carried out: 1 cm and 2 cm grids were used to acquire laser 
data for the front and the back sides; instead, 0.5 cm grid was used to acquire more detailed scenes of some artistic features. A 
typical approach is based on the closest point caching to minimize the computational resources. In order to develop an unique multi-
resolution model, two registration techniques were taken in account: the point-to-point alignment and the point-plane alignment. 
First of all, the pair-wise registration has been performed using some high resolution range views. After this phase, a global 
registration was produced using all the 11.000.000 of the acquired cloud points. Some patches were also used to minimize the noise 
of the acquired data, when “moving” objects have been scanned together the “stable” surfaces. Furthermore, the LOD (Level Of 

Detail) approach was used to simplify the 3D scenes to reach a good compromise among accuracy,  topology and data decimation.  
 
 

1. 1.  INTRODUCTION 

The cultural heritage documentation is today well performed 
using the laser scanner methodology. In Padua (Italy) there is an 
old monumental door (Figure 1) near the University, which was 
scanned using the Cyrax 2500 from Cyra Technologies. The 
main goal was the multiresolution documentation of this 
historical access door (Figure 2) using 1cm, 2cm and 0.5 cm 
grids acquired from multiple range views for, respectively, the 
front side, the back side and some artistic scenes like the Venice 
lion and a castle (Figures 4 and 5). 
The regular and irregular surfaces were worked at long-range, 
medium-range and close-range scale. 
 
 

 
 

Figure 1. Porta Portello, Padua. 

 
 

 
 

Figure 2. A. Canal called Canaletto, 
“Porta Portello e la Brenta a Padova”, (1735-40), 

National Gallery of Art, Washington DC. 
 

2.  MONOGRAPHY 

The data collection is very large, including 6 Scanworld with a 
total number of 30 scans ranging from 45000 up to 2 millions of 
acquired points for each scan. The acquisition time is, of course, 
related to the previous dimensions and it ranges from 4 to 38 
minutes. The Cyra targets have been also acquired using a 48 x 
48 matrix with 1444 points in about 1 minute from a 25 m 
distance. 
All this data has been organized in a special monography, where 
some kinds of metadata related to each scan are provided; of 
course, all the data useful for the final registration are included. 
An example of monography is reported in Figure 3, where is 
included the ID of scan in the designed Scanworld, the 
planimetry of the area with the field of view (yellow), the digital 
image of the scene. In the same “space” a table is added which 
includes the scan Id, the distance from the laser to the object, 
the grid resolution, the acquisition matrix dimensions, the 
number of acquired points and the required acquisition time. 
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Figure 3. Monography for the laser scanner survey (partial; the 

data and metadata table isn’t included). 
 

2. 3. LEVEL OF DETAIL 

Some architectural features are acquired with different 
resolution. The aim is to perform a multiresolution survey 
where the most interesting features are “included” in a general 
view. About this monumental door, two particulars are chosen: 
the so called “Venice Lion” (Figure 4) and the castle with tower 
(bass-relief in the Figure 5). 
Both are quite simple figures, but the acquisition isn’t so 
simple; in fact, is very difficult to complete the acquisition from 
different points of view. In the first case, also the visual 
inspection shows important height variations in the low part of 
the figure. A different resolution grid (0.5 cm) was chosen and 

the related point cloud is presented in Figure 6.  The figure 7 
shows the partial reconstruction of the holes in the low part 
of the bass-relief, using a segmentation procedure and, 
after, the reconstruction. 
 

 
 

Figure 4. Lion (bass-relief). 
 

 
 

Figure 5. Castle with tower (bass-relief). 
 
 

 
 

Figure 6. Lion meshes. 



 

 

    
 
Figure 7. Partial reconstruction of the holes in the low part of the bass-relief: lion meshes (left: segmentation; right: reconstruction). 

 
 

 
4. DATA ELABORATION 

The first operation is the data decimation (Figure 9) and it is 
the most time consuming, also using special frames to delete 
points which are in or out the frame. Some patches can be 
created, using a defined layer where to interpolate some 
points; after the layer is removed with a simple operation 
(on/off). Also, a uniform decimation is possible when the 
data points density  seems to be very high in that context. 
In the Table 8, some results are reported about the decimation 
phase (DEC), where the number of points before and after 
decimation is reported. 
 

Scanworld # before DEC # after DEC % removed 
1 3.590.766 2.780.590 22,6% 
2 3.832.514 3.257.452 15% 
3 402.780 273.292 32% 
4 432.376 315.352 27% 
5 259.573 235.605 9,2% 
6 2.531.445 2.101.389 17% 

 
Table 8. Decimation phase and % of removed points. 

 

 
 

Figure 9. Example of  decimated view (Scanworld 4). 

 
The second phase of the data elaboration is the so called 
Registration. This is a mosaic process where more Scanworld 
are “registrated” in the same coordinate system, using 
couples of homologous points. 
Two kinds of registration have been used for this acquisition: 
- the target registration (point to point or sphere to sphere) 
- the cloud point registration (cloud to cloud). 
In the first case, the Cyra Tie-point and natural points (well 
visible architectural features) have been used. In the second 
case, the target aren’t needed and two Scanworld must be 
aligned using some points chosen by the user. 
An example of alignment optimization is shown in Figure 10, 
including the related error histogram at the first iteration 
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Figure 10. Example of alignment optimization. 
 

5. CONCLUSIONS 

Different registration procedures are used for the laser 
scanner survey of the monumental door called ”Portello” in 
Padua. Also the CloudConstrainWizard has been used to 
create some cloud constraint in order to register more 
Scanworld. In the same time the minimization of single 
procedures is performed. Finally, the global registration can 
be operated. In this survey the error, after the global 
registration, appears quite good in the range of 1 cm; in only 
one case this value is exceeded. Probably, this fact is due to a 
lightly different acquisition mode for the lateral prospects. 
The Table 11 reports the results of the final alignment with 
the associated RMS between the Scanworld SW (RMS, Min 



 

and Max error). 
 

SW SW RMS 
(cm) 

Min 
(cm) 

Max 
(cm) 

1 4 1.416 1.5e-006 9.750 
1 6 0.821 1.5e-006 9.801 
2 3 0.954 2.1e-007 9.692 
2 6 0.688 3.8e-006 9.488 
3 5 0.987 1.2e-004 9.213 
4 5 0.957 1.2e-004 8.554 

 
Table 11. Final result of the alignment 

 
The Figure 12 shows the laser scanner survey obtained after 
the global registration for all the “Portello” including a small 
outline of the related bridge in front of it. 
 

 
 
Figure 12. Final result of the global registration obtained 

with the Cloud Constrain Wizard 
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