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ABSTRACT:

Vehicle-based image sequence is taken on a mowhigle, therefore, all scenes passed by will bkuded, e.g. buildings, cross-
road etc.. Images including cross-road are obwoustless for building facade texture. Therefdiesé images should be excluded
from processing. In this paper, subsection of imsgguence is implemented according to range vaiaotomatically detected by
the histogram of projective difference of corresing points. Firstly, projective difference of cesponding points on common
projective plane is calculated according to the [x€ameters determined. As far as correspondingspoim facade be concerned,
the projective difference should be very small wereideal zero. Corresponding points in cross-roadn other facades having
obviously range variance with common projectivenplahowever, have large projective difference. Adomly 1-D histogram
alongx-axis of image coordinate system is drawn to shewdistribution of projective difference. Experineshow that cross-road
and facades having large range variance are repeesm the histogram by peak areas. Moreoverltbelocations of peak areas in
the histogram are obviously corresponding to th@seng large range variance. By histogram of cquesling points, therefore, not
only the existence of range variance is detectatialso the location of range variance in imagedicated because it is drawn
following the moving direction of vehicle. Accordjrio the location indicated, images including crassd are excluded from image
sequence and subsections of image sequence atedifer facades having large variance with eacbrab well.

using a static camera, background estimation isopulpr
method for detecting foreground objects. There arany
researches of background estimation (Karmann et1800;
L . . . Harwood et al., 2000; Javed et al., 2002; Kollerlet 1994;
significant for 3D city modeling (3DCM) that how tapidly —yvoer ol 2004). As we know, it is highly it tﬁ detect

realize the 3D visualization of street sight. Thogasition of . . . ) .

. . - moving objects from image sequences obtained byowing
VEh'Cle'bE.’lS?d image sequence for . buildings has th(‘%amera since there exists the apparent motion cftatic
characteristics of convenience and rapidness. Mergdhe background. A number of methods of motion detectiom a

resolution of textures obtained from vehicle-basethge moving camera have been proposed (Rahman et 24; 20
sequence is very high. Therefore, it will be aidegatly by the Barcelo et al.,2002; Pan et al., 2000; Sapthassil 200'0‘)_

automatic processing of textures from vehicle-bagedge . h .
. o . 1 some are based on direct detection of camera p&esmeith
sequence that the 3D visualization of street sSigBDCM. sensors, optical flow estimation (Fleet et al., 49%nd

registering the static background using a geometric
transformation. Geometric transformation based ousthare
promising for real-time processing because of thiew
computational costs.

1. INTRODUCTION

Since the street is a primary component of cityjsitvery

Vehicle-based image sequence is taken on a mowehicle,
therefore, all scenes passed by will be includegl, luildings,
cross-road etc.. To improve the efficiency of pesieg
building facade texture from image sequence, thegen

segments covering building facade should be auiogiyt  The pyilding facades along the street are usualynected or

corresponded to each building. Moreover, imagedudticg
cross-road are obviously useless for building facéekture.
Therefore, those images should be excluded fronsgzing.
Since the camera is active while the buildings static,
tracking building facade in the image sequenceinsla to
track moving object while camera is static. Motioacking is
one of the most important issues in computer visinbrcase of

*Corresponding author. Tel: +31-15-278-8338; fax31+5-
278-2348.

contiguous in the same block. If the range diffeeebetween
each facade is small enough, it is reasonableg@rdethem as a
whole facade. Otherwise, subsection of image sespdar
different facade should be divided respectively.erEfiore,
range difference can be used to track building dacdn this
paper, range variance is automatically detectetthéyistogram
of projective difference of corresponding pointststfy, we
calculate projective difference of correspondinging on
common projective plane according to the DC pararset
determined. Peak areas are then detected in thegtas to



show the location of large range variance. Accagrdio the
location indicated, images including cross-road exeluded
from image sequence and subsections of image seg e
divided for facades having large variance with eatfer as
well.

2. DETECTION OF RANGE VARIANCE

In this paper, the histogram of projective diffezen of
corresponding points is used for automatic detactibrange
variance.

As Fig.1, the origin of the coordinate system choge this
paper is the projective cent8 of the first image. In general,
most of building facades have a main plane, acoghdiwe
choose the planXY parallel to the main plane of facade. The
ideal image pland, of the first image (the distance between
point S; and Py is focusf) is considered as public projective
plane which is parallel to main facade plane arah@KY as
well. As far as corresponding point on the facaganda;’ be  range variance are represented in the histogramehi areas.
concerned, the projective difference between tpegjection  Moreover, the location of range variance in the geas
point A; and Ay’ should be very small or even ideal zero. indicated by the location of corresponding peakaaire the
However, projection poink; andA;,’ of corresponding poind;  histogram because the histogram is drawn followfregmoving
and a,’ not on the facade have large projective diffeeenc direction of vehicle. According to the location icated, we can
(Fig.1). decide from which image the building facade appead
disappear after which image. As a result, imagesduding
Firstly, the formula, describing the projective at@nship  cross-road are excluded from image sequence angeima

illustrated as Fig. 1, is deduced as below basati@projective  sequence are divided into segments among whichsegghent
formula of image point on the projective plane.

Fig. 1 The projective geometry of correspondingnfei
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Wheref : Focal length is corresponding to a building facade.
(Xsi» Ysiy Zsj): the coordinate of projective centgr
a, a, as 3. EXPERIMENTS
b, b, bj|:the rotation matrix of image
Ci1 G2 Ggs Experiment was implemented on automatic image semgue
(%, ¥): the coordinate of image poiat (i = 1,2 . subsection using the method presented in Sectidxs Zhown

in Fig.4 a 146 meters long segment of street facadsists of
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To calculate the coordinate difference betweenespondingly two cross-roads and four connected buildings. Theee 58
Accordingly 1-D histogram along-axis of image coordinate
system is drawn to show the distribution of prajet

projective points, Egs.1 is transform to Eqgs.2.

difference (Fig.2). The corresponding points aretesb by x - -
and the projective difference is along thaxis. In Fig. 2 ,

of peak areas straightforward in the histogram.cBynparing Fig. 2 The histogram of projective difference of

coordinate so that the distribution of those poiis the a Original a Original
every corresponding point pair has projective déffee owing
Fig.2 and 3, we can see that cross-road and fatedésy large corresponding points

histogram corresponds to that in the image. Inhiséogram, - -
to the corresponding point matching and orientaparameter

the sequence number of corresponding point is aloag-axis
errors. Therefore, we implement filtering to make tletection b After filtering b After filtering




a. Cross-road b. Connected buildings with

large range variance

Fig.3 Segments with large range varianee

2o
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Fig.4 Vector map

images taken to cover this segment. The histogrars
projective difference of corresponding points (b)g.were

generated to indicate the position of large ranggance from

those images. In Fig.5, the positions of peak alaractly

indicate the positions in the raw images (Fig.6)}wb cross-

roads and the building (highlighted in a red regtann Fig.4)

which has large range difference with others.

According to the position detected, the image seceef 58
images was divided into two image segments anchzattoally

corresponded to the buildings of interest becamsgés were
taken along the street in sequence.

4. CONCLUSIONS

In this paper, an algorithm was presented to autioaily

detect range variance by the histogram of projectifference
of corresponding points. Since the building facadlsg the
street are usually connected or contiguous in #resblock,
large range variance is only possibly detected@dsroads and
connecting parts between two buildings which hargd range
variance. Large range variance is accordingly useseparate

different building facade. As a result, buildingdae
can be track from image sequence by range varidetsetion.
Experiments show that cross-road and facades hdwirgge
range variance are represented in the histograprajéctive
difference of corresponding points by peak areawedver, the

a Cross-roadd b Connected building ¢ Cross-road
Fig.24 Large range variance in raw images

1-D locations of peak areas in the histogram areioolsly
corresponding to those having large range variar®g.
histogram of corresponding points, therefore, natyothe
existence of range variance is detected, but &ksdacation of
range variance in image is indicated. Accordinght location
indicated, images including cross-road are exclddzd image
sequence and subsections of image sequence adedlifor
different facades as well.

Furthermore, 1-D histogram can be extended to 2AB loy
which the foreground (e.g. passershy, line trees) eire
detected from the background (building facades)s Phnocess
should be propitious to future texture analysis.
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