VISUAL INVENTORY OF ROAD SIGN NO-BLOCKING OF PASSAGEWAY
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ABSTRACT:

This paper describes a method to detect and identify thiamtabad sign for no-blocking of passageway. The approatéctiethe
sign in the image by color processing and multi-layer perosgneural network. The approach locates the region oféstavithin the
image, using color segmentation, then the signal of reésttino stopping is identified using shape and color inforomatand finally
the text label is recognized with a state diagram and teshershape of the words. It is important to examine also theladel
passo-carrabile as an additional test and to differenttidgespecific sign among all other prohibition signs. Theaot®d results show
the feasibility of the system.

1 INTRODUCTION the plate, in order to check if the private area paid the fee by
searching on the database if a record occurs at the sameapaint

Italian road sign no-blocking of passageway, in Italiargizage ~ With the same code of permission.
also called passo-carrabile is composed by different simgshe . . .
standard model (Fig. 1) is 24 cm wide and 43 cm long, with alhe image processing techniques (Forsyth and Ponce, 2b03) a

restricted no stopping sign of 10 cm radius. The plate istpein 1OW t0 extract from digital image a set of numerical featuess
only with red, blue, white and black colors. This specificnsig pressed as coded characteristics of the selected objectisaal

gives the order to keep clear a transit zone, it forbids parki a (0 differentiate one class of objects from another. In thiefang
lateral area of the street located into town, so other objeith ~ SECtions we explain the details of these techniques apialittds

similar colors can make more difficult the recognition. specific sign.

It is required to pay the fee to the municipality in order tetaldl 2 SIGN LOCALIZATION
the sign on the exit from private area to street, to avoid garsed

on the private area that can make impossible to access frem P
vate area to street. In case of fee paid to municipality tHe®o
removes the car that obstructs the passageway.

ur vision system is based on a single digital camera mounted
in the right hand of the vehicle, bitmap color images of frame
size 640x480 pixel, RGB 24 bit pixel, frame rate of 5 frames
The row on the bottom contains the code of permission from muPe s_eco_nd ona stand_ard PC. Due to hlgh_quahty of Images, the
S . median filter and a neighborhood of 3x3 pixels are sufficient t
nicipality and the year which corresponds the fee. . . . -
remove small distortions without reducing the sharpnesthef

image.
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The Italian Highway Code requires to install the plate in g wa
that it is possible to note the sign when a driver stop the @ar t
park along the street, so the plate is well visible and theepka
located always in front of the camera.

After a sub-sampling for de-interlace (Fang et al., 2004)rater
to reduce the noise based on step of 2 rows, the image size is
320x240 pixel.

passo

It is important to delimit a small area of interest, mininmigithe

ca rra bi le possibility to get noise from undesired objects. Due to tioca
. of the sign, for every image we consider as region of intettest
~vtorizn. 2844/99 ) area of 40x200 (Fig. 2).
Figure 1: The road sign passo-carrabile. In some case the plate are located behind bars of gates (Fig. 3

and we can not analyze the entire plate as unique shape. énoth
Inventory and localization are performed by GIS based or geoproblem regards the high number of visual data in image and to
reference and visual content information within the sigat@l It gbtain a fast computation, that can make possible to inertres
is possible to install this software as module in mobile nidPp  velocity of mapping van, it is required to select the relevdata.
vehicle, measuring vehicle in moving traffic carries thatkema
possible mobile mapping data acquisition. Therefore, ailmob This approach make possible a sort of sampling of the image: w
mapping vehicle can locate each sign and related GIS informdocalize a set of subwindow of size 11x11 pixel and the distan
tion regards km and meter at the point along the street wisere between each subwindow is 4 (Fig. 4).



Figure 2: A plate and the region of interest.
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Figure 4: Zoom of subwindows on the plate.

For each subwindow we extract the RGB color components as
Red, Green, Blu in this way:

1. if R > 150 andR — B > 40 andR — G > 40 we have a
red pixel;

2. if R > 150 andB — R > 40 andB — G > 40 we have a
blu pixel;

3. if (R+ G + B)/3 > 150 we have a white pixel;
4. if (R+ G + B)/3 < 50 we have a black pixel;

5. in other case the color pixel is not relevant and it is ¢feesb
as no useful color.

These thresholds have been estimated experimentally. debr e
subwindow we obtain 121 values related to color for eachlpixe
and we obtain 5 values related to number of pixel for eachrcolo
A feature is a numerical characteristic and these valueposem
the vector of features related to sign.

Now it is relevant to classify the features in order to dedfdlee
sign occurs in the image. Statistical pattern recognittodys of
how machines can observe the environment, learn to disshgu
patterns of interest from their background, and make somadd a
reasonable decisions about the categories of the patt@ems €t
al., 2000).

Due to difficult to classify the pattern using 121 features,tvy
to use the 5 features from color information but is difficut t
well separate features of sign from features of no sign based
statistical classifier. Therefore, we use the neural nétsvoo
classify the number of pixel for each color.

Neural networks are models to express knowledge using a con-
nectionist paradigm inspired by the working mechanismsef t
human brain (Bishop, 1998, Jain et al., 2000). The neural net
works classify a pattern of numerical features after a ingion a
specific data set by taking into account all extracted festuwr a

part of them. Each output of the neural network is the prdligbi

to classify the features as input belonging to a specificsclede
assign the input to the class associated with the highesé val

the output from the network.

The neural network used is a multi-layer perceptron congbose
by two-layer feed-forward network. The neurons are grouped
into input, output and hidden (i.e. those units that areheeiin-

put nor output) layers. Each neuron of a given layer is co@uec
to all neurons of the next one. The input layer has five neurons
corresponding to the analyzed color, the hidden layer has fo
neurons, and the output layer has two neurons correspomaling
identified or not identified subwindow of sign. Superviseairtr

ing must be used whereby the network learns from a trainihg se
consisting of features input and the desired class outplite
hidden units use the hyperbolic tangent as activation fonetnd

the output units use the softmax activation function, se fias-
sible to interpret the output values as probabilities. We the
cross-entropy error function and the quasi-Newton minatian
error function. These parameters are established by \athig
number of neurons in the hidden layer: the chosen archrectu
reaches a small training error.

To create the neurale network we consider images with sigm pa
ted on different weather condition and images without sigh b
with percentage of colors that are similar to percentagepfufrc

on the sign. The training set is composed of 240 images, 120 fo



each class of sign and no sign. The validation set is composed
of 80 pixel, 40 for each class of sign and no sign. We use the
early stopping method to control the effectiveness of thming

step. The test set is composed of 80 images, 40 for each dlass o
sign and no sign. As test error we have only 1 case of subwindow
classified as sign instead of no sign, due to high percenthge o
red color on the subwindow. Another criterion is to calcaltte
difference between the values of the two output, we alwayaiob

a difference of at least 0.2.

In this way we recognize the sign by classification of coldoin
mation from subwindows instead from the entire shape of, gign
sort of local classification versus global classification.

At this step we obtain a black/white image where the whitelpix

corresponds to subwindows classified as part of sign andk blac

pixel corresponds to subwindow classifieds as part of no sign

(Fig. 5). It is possible to note that the white results it isye

similar to shape of sign, but it is composed by parts that ate n

connected as unique shape. We use the morphological operato Figure 6: Result of morphological operator related to Fig. 5
dilate, method of processing digital images on the basibaps

(Forsyth and Ponce, 2003), with structural element 3x3 itw jo The approach is based on three step. First, the progranrperfo
all the white pixels as unique shape (Fig. 6). A labellingoalg a rapid analysis of the whole image, and selects the areavithat
rithm (Forsyth and Ponce, 2003) locates and counts the shapbe analyzed more accurately, according to the distribuifahe
composed of white pixels. The sign is found in case of 1 whitesign colors. Next step analyzes the selected region, inafamssy-
area composed by number of pixel in [40,600] and eccentricit ative response the approach turns back to the first levekiaise
less than 0.6. The eccentricty of an object is a numericalifea a new region of interest. If the previous constrains arestedi,
related to the ellipse that has the same second-moment® as tive use the Hough Transform to find red and blue circles, which
region that contain the white object. The eccentricity sithtio  correspond to circle sof the prohibition signal. In case iof ¢
of the distance between the foci of the ellipse and its maj& a cles are detected and they have a common center, we usespecifi
length. The value is between 0 and 1 that are degenerate caseseasurements to estimate the size of the sign. If resultadare
an ellipse whose eccentricity is 0 is actually a circle, wlaih el-  mittable, the approach continues with more detailed testyes
lipse whose eccentricity is 1 is a line segment. The valueg we apply a pattern matching of the prohibition signal with a mlod
determined by analysis of a wide variety of images. and the analysis of the text label passo-carrabile with etiic

test.
We acquire the image for next analysis in case of 3 images with

positive response on sign localization.
3 COLOR SEGMENTATION

At this step we use the entire image of 640x480 pixels. Warkin
with the RGB color space is high sensibility to lighting cend
tions, so we study relations between color components (&sca
and Moreno, 1997, Zadeh et al., 1998, Bnallal and Meuni€&320
Sekanina and Torresen, 2002). Converting the RGB space to
HSV (Hue, Saturation, Value) allows to gain a better control
chromatic variations of each hue (it is a separated comgpnen
but the computational cost is prohibitive, because theesfraos-
formation is nonlinear. HSV space is very tipic (Escaleralet
2003, Vitabile et al., 2001, Gavrila, 1999, Liu and Ran, 2001
Vitabile et al., 2002), but some studies shows that Hue cempo
nent changes considerably according to distance, brigbtaed
sign age.

Therefore, we decided to use the RGB model to reduce executio
time, also because we analyze only two colors (red and bhat) a
these are represented by two separately channels in RGB.spac

White color can be easily obtained putting together theethoen-
Figure 5: Result of analysis on color of subwindos related toponents.

Fig. 2.

) ) _Three color image histograms (Fig. 7) are analyzed to find a re
A video sequence af about 20 km has been acquired on road usiggon with a sufficient number of colored pixels as blue, rekiitey

a digital camera located in front of car at velocity 50 km/ldan on the same row and also on the same column (Piccioli et al.,
good weather condition. We use 200 images as test set cothposgggg).

by wide variety of images. No error occurs, a relevant faor

the radius: the minimum radius measures only 11 pixel.
4 ANALYSISOF REGION OF INTEREST

As first step on the whole image, this approach selects tre are
that will be analyzed more accurately in order to decidesédid  The algorithm for circles detection works on binary imagbat
the image or continue with more in-depth analysis. is the blue and red masks of the inspected area (Fig. 8).
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Figure 7: Extraction of region of interest from the imagengsi
histograms of colors red, blue and white.

E

Figure 8: Color masks corresponding to red, white and blue.

We refine the colors segmentation, adjuste the mean brigghtife

the region. A gaussian filter (mean value among adjacents)ixe
removes noise and spare pixels. The edges of the two binary
images are extracted by isotropic operator, which considtse
convolution of the image with 3x3 masks.

Hough transform (Forsyth and Ponce, 2003) then is performed
to locate red and blue circles. We do not know the radius afehe
circles, so we search in a three-dimensional parameteegpac
find the three valuegz., y., r) corresponding to circumference.
We apply the Hough method either on red and blue circles; it
allows to detect the centre of the signal with good resultings
these results we want to find exactly position and size ofadign
painted on the sign panel.

Starting from the centre found by Hough, we execute fouryanal
sis (right, left, up and down directions) and we store couat#s

of color changes, from blue to red and then to white. So we can
identify the dimensions of the three different regions witthe
signal, from these values we can easily detect the radiuleof t
blue and the red rings and obtain the radius of the signal &ig

At this point we know exactly the position and the dimension
of the signal, so we can apply a pattern matching with a sample
template (Fig. 9).

Every colored pixel is altered to its pure tonality (for exaem
R=255, G=0, B=0 for every red pixel). We obtain good results
even when road sign is dirty or affected by bad lighting.
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Figure 9: Extraction of sign dimensions: on upper horizbstan
to right direction, on lower examples of pattern matchingase
of entire sign (left) and in case of sign behind a gate (right)

Finally, we apply a further control restricted to no stogpat any
time sign, to identify and exclude this case that is very ksintb



restricted no stopping sign. The main difference is a doudde  (Fig. 11). We use again a state diagram to describe the lwhavi
strip instead of a single one. These signs are able to pass tloé a system. State diagrams describe all of the possiblesstedt
pattern maching test with positive result. The approactsist®  an object as events occur. Each diagram usually represbnts o
in counting the number of blue pixels on the diagonal pladed ajects of a single class and track the different states oftijeats
+45 degree. When the signal has a double red strip we obtin ththrough the system. We use the transition from states 'ctera
this number is equal to zero, in the other case the numbewuef bl and 'space’ that is defined by the percentage of black pixels o
pixels always be major then zero. each column.

|
5 TEXT EXTRACTION —m carrﬂ h | lE
The text label passo-carrabile is located in a specific reginder . B . =
the signal of no-waiting on the bottom of the sign. It is pbkesi h ‘ . . “ muhjh
to identify characters using an O.C.R. method, but in thiecee !

1 2 3 4 5 1 2 3 4 5 (i 7 8 9

realized that there is no need to recognize each letter bedha

label is fixed a priori by Italian Highway Code.

The image is binaryzed according to a threshold value, tpléiyn Figure 11: Projection of black pixels on x axis.

next operations like characters extraction and testing. U8 \ye perform some specific test that allows only a little taheof
dynamic parameters to perform these adjustments to theeimagjssimilarity from the model of a standard sign. The idecdifion
they are related to the mean brightness of the region arilyze  f the |abel is verified successfully in case of sufficient bem
 Of tests have positive results, so we can also remove a high nu
ber of false positives (thanks to the low tolerance of easl).te
Briefly, this method allows to recognize the label passoatslie

df it has enough common features with a sample image and using

To identify the exact dimensions and positions of the twodso
we execute a vertical scanning of the binary image, anaiyttia
black projection on the y axis (Miura et al., 2000). Workinigtw
a finite state machine we can detect both position and hefght o; '
the two words (which are always one above the other), as we exXDiS tests:
amine the percentage of black pixels located on each roweSom
time the sign is placed beyond a gate of the house and we obtain
a noise caused by gate. We can find out this error performimg th
previous analysis, and we achieve good results even if greisi
corrupt in this way.

analogy of heights of the 2 words;

word 'carrabile’ larger then word 'passo’;

width of the 2 words proportionate;

all characters of 'passo’ with adequate width;
all characters of 'carrabile’ with adequate width;
count of characters from 'passo’ equal to 5;
count of characters from 'carrabile’ equal to 9.

We can identify the errarusing informations from the first deriva-
tive of y projection, by the incremental ratig'(:) = y(i + 1) —
y(7) wherey vector contains, for each elementthe count of
black pixels situated on the image reywectory’ represents its
derivative, i.e. the variation of black pixels between twijaaent
rows. Examining the vectay’, we can note positive peaks cor- Each test has a different weight, relative to its importafiocghe
responding to upper boundaries of words and negative paaks Gecognition; if we still have an uncertain result after tn@gests,
words ends. Our technique consists in detecting these feaks we apply other 6 verifications:

locating where the words are) and extracts the minimum value

y(i) among all rowsi, outside these words, whegé(:) = 0.

Briefly, we calculate the fixed error as the minimum number of 8. width of word 'passo’ proportional to width of the sign;
black pixels located on white rows; we also assume that thgen 9. height of word 'passo’ proportional to height of the sign;

NoosrwdhE

vertically involves all the image (Fig. 10). So, we obtairotim- 10. matching between the 2 characters s’ from the word @ass
ages which fits exactly the two words we have to examine. 11. matching between the 2 characters 'r' from the word Harr
W65 s 4 e acn TN IR EEE blle‘,
_j:—ja " 12. matching between the word 'passo’ and a sample image;
e———_—{*‘ « a s E- o 13. matching between the word ’carrabile’ and a sample image

L d
b cdaflrra bl 6 EXPERIMENTAL RESULTS

Results produced by the developed system are satisfying: we

= w17« PEI0 AUHN recognize correctly the signs of passo-carrabile undderdifit
P - . lightness conditions and also with high noise. Test set is-co
Dertvative of Frojection O Positive and nezative peaks of f . .
projection ony axis derivative function. indicate the posed of 420 |mages_and 13 frame_ per second. The application
area where we nst nol extract @ runs on a computer with a Intel Pentium 4 processor at 3GHz and

Fixed error: o= x Examples of points with null 512MB of RAM DDR memory at 400MHz. The mean execution
dertvative, used to find s time is 74 ms.

[ Rows which contains the 2 words
{we do not search & here)

Text can be correctly detected until a distance of 11.5 mgeter

Figure 10: Extraction of a fixed noise, using the derivatife o characters are 2 pixels wide and 3 pixels high and the minimum
projection on y axis. sign radius measures only 11 pixel.

Using horizontal scans on the two words separately we can eXAccuracy is equal to 98.6%. As we can see, the program works
tract the number of characters, their dimensions and width a very good with false positives: thanks to the low toleranicnal
alyzing the count of black pixels on each column of the imagedetect test on the label passo-carrabile we do not have &seg/ fa



positive. The approach is robust against noise and occisigib  Bnallal, M. and Meunier, J., 2003. Real-time color segmenta
the signal, as we recognize the road sign even in very ptdhgbi tion of road signs. IEEE Canadian Conference on Electricdl a
circumstances (Fig. 12, 13). The few failures are causeddy t Computer Engineering, Montral, Qubec, Canada pp. 1823-:182

h i th iti ive faded colors. L .
eavy noise onthe wriling or excessive taded colors Escalera, A. and Moreno, S., 1997. Road traffic sign detectio

. Ll B and classification. IEEE Transactions on Industrial Etagts
The testing has been performed acquiring images at diffelisn 44(3/1), pp. 848-859.

tances from the sign, from 1 meter to 10 meters. Sometimes the

road sign is placed far from the acquisition source, so we neegscalera, A., Armingol, J. and Mata, M., 2003. Traffic sigeog-
high image resolution for a correct text recognition. nition and analysis for intelligent vehicles. Image anditfis
Computing 11, pp. 247-258.

Fang, C., Fuh, C., Yen, P., Cherng, S. and Chen, S., 2004. An
automatic road sign recognition system based on a compnéti
model of human recognition processing. Computer Vision adn
Image Understanding 96, pp. 237—-268.

Forsyth, D. and Ponce, J., 2003. Computer vision : a modern
approach. Prentice Hall, Upper Saddle River.

Gauvrila, D. M., 1999. Traffic sign recognition revisited oeeed-
ings of the 21st DAGM Symposium fr Mustererkennung, Bonn,
Germany pp. 86-93.

Jain, A. K., Duin, P. and Mao, J., 2000. Statistical pattecog-
nition: a review. |IEEE Transactions on pattern analysisraad
chine intelligence 22, pp. 4-37.

Liu, H. X. and Ran, B., 2001. Vision-based stop sign detectio
and recognition system for intelligent vehicles. Transgution
Research Record 1748, pp. 161-166.

Miura, J., Kanda, T. and Shirall, Y., 2000. An active visigiss
tem for real-time traffic sign recognition. Proceedings BEE
Conference on Intelligent Transportation System pp. 52-57

Piccioli, G., DeMicheli, E. and Campani, M., 1994. A robust
method for road sign detection and recognition. Proceadafg
Third European Conference on Computer Vision pp. 495-500.

r J l . |' Sekanina, L. and Torresen, J., 2002. Detection of Norwegian
speed limit signs. Proceedings of 16th European Simulafigia
<Jdild H ] ] ticonference, Darmstadt, Germany pp. 337-340.

Vitabile, S., Gentile, A., Dammone, G. and Sorbello, F., 200
Figure 13: Example of right detection of plate and label with MLP neural network implementation on a SIMD architecture.
deformed shape of characters. Note the other prohibitiatepl -€cture Notes in Computer Science 2486, pp. 99-108.

close to sign and the distorted shape of characters Vitabile, S., Pilato, G., Pollaccia, G. and Corbello, FO20Road
Signs Recognition Using a Dynamic Pixel Aggregation Tech-
nigue in the HSV Color Space. Proceedings of 11 Internationa
Conference on Image Analysis and Processing, Palermg, Ital
pp. 572-577.

In this paper we have proposed an approach based on image pro-

cessing, color processing and neural networks for the ietec Zadeh, M., Kasvand, T. and Suen, C. Y., 1998. Localizatiah an
of Italian road sign no-blocking of passageway in colourges  recognition of traffic signs for automated vehicle contgatems.

distinguishing between other similar prohibition signs. CO”;‘;rze”ZCE;eZO” Intelligent Transportation Systems, Rttty PA
pp. 272-282.

7 CONCLUSIONSAND FUTURE WORK

Experimental results show the effectiveness of the approae
plemented even in presence of perspective deformatiofer-dif
ent conditions of light, partially hidden signs behind gat&his
percentage is satisfactory for this preliminary applimatof the
proposed methodology in mobile mapping van.

The codes have been written in C language as part of a package,

which can be used and extended for future applications. réutu
works include the integration with a GIS system.
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