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ABSTRACT:

Based on a real-world scene description consisting ofN spherical depth images from a laser range scanner andM spherical (high
dynamic range) texture images we present a method that allows to place a virtual camera at an arbitrary position in the scene. The
proposed method considers the position and orientation of each depth and texture scan respectively to be unknown. A possible appli-
cation is to “capture” background images or light probes for photorealistic rendering. The first step to achieve this goal is to register
the depth images relative to each other and mesh them, which is done by means of a combination of well known standard techniques.
The next step is to register the texture scans relative to the geometry. For this purpose, we developed an error model, based on image
coordinates of identified features in the depth and texture images, together with an appropriate minimization algorithm. The final step
of “capturing” the new image is implemented with a ray-tracing based algorithm. The capabilities and remaining problems of this
approach are discussed and demonstrated with high resolution real-world data.

1 INTRODUCTION

Creating photorealistic images or film sequences with both a real-
world background and computer generated and animated objects
is a very common task in most of todays film productions in the
entertainment and advertising industry. This task needs the fol-
lowing entities of information: a) the background image, b) a
full description of the artificial object, including geometric and
reflectance (BRDF) properties, c) a complete description of the
lighting situation at the position in 3-dimensional space where
the artificial object should be inserted, i.e. what light (color and
intensity) comes from which direction, and d) geometry informa-
tion of, at least, the immediate surrounding area around the posi-
tion where the artificial object should be inserted and according
BRDF information for this geometry.

The necessity of the first two items is obvious, and they are read-
ily available with state-of-the-art techniques. The third is nec-
essary to correctly account for reflections and shadows on the
artificial objects. It can be provided by alight probe, also called
radiance map. This is sufficient if the new objects are far enough
away from the real-world objects in the scene so that they do not
noticeably affect their appearance, like dropping shadows to the
floor, etc. But if the new objects do influence the old scene the
fourth item is necessary as well [4]. As we will see, the back-
ground image might not be explicitly necessary, since it can be
“captured” retrospectively with sufficient lighting and geometry
information.

1.1 Light probe

A light probe for a 3D positionx in the real-world environment
W is a spherical image taken at positionx that contains the color
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Fig. 1: Full spherical HDR texture image (light probe) with its
parameterization. The image has been tone mapped to reduce its
dynamic range to enable an adequate output on paper.

of incident lightL(x, ϕ, ϑ) from W . I.e. every pixel of the light
probe is associated with a direction(ϕ, ϑ) and its value describes
the light coming from this direction. This information can be
utilized by a renderer to illuminate the pointx on a surface of
an artificial object. This is referred to asimage based lighting.
To produce realistic results,high dynamic range(HDR) images
are used. Compared to usual images with a dynamic range of
8 bits per color, they provide a wider range to store color values,
especially the luminosity range is increased. There are a variety
of different encodings and file formats with different accuracy
and space requirement properties [15] available for storing HDR
images.

The system used for capturing the HDR example images pre-
sented in this paper is the SpheroCam HDR, produced by
SpheronVR AG. This camera system produces full spherical,
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Fig. 2: A light probe taken inx cannot be used iny. Some parts
of the light probe that are visible in pointx should not be iny,
for example the highlighted section of the wall.

high resolution HDR images in one shot. The image resolution
is up to 50 mega pixels and the dynamic range goes up to 26 bits
per color component. An example image is shown in fig. 1. Other
means to produce HDR light probes and HDR images in general
are presented in [4] and [5].

The objective of this work is to provide a method that allows to
place a virtual camera at an arbitrary position in a real-world
scene and “capture” background images or light probes for this
position. This method is based on a real-world scene descrip-
tion consisting ofN spherical depth images from a laser range
scanner andM spherical (high dynamic range) texture images.
Each image is captured at an unknown positions with unknown
orientation.

1.2 Light probe restrictions

To correctly light the pointx on a surface of an artificial object,
one needs to have a light probe for exactly this position. In prac-
tice, however, a light probe for positionx can be used to light
positions in a region aroundx. The size and shape of this re-
gion depends on the geometry of the real-world scene. Fig. 2
illustrates the situation. The pointy should not receive incident
light from the highlighted section of the wall. This prohibits the
usage of a light probe obtained at pointx for lighting the point
y. So relatively small objects might be lightable with a single
light probe but the problem gets worse when an animation is to
be rendered where the object moves across a real-world scene. In
this case several light probes along the trajectory of the object are
necessary.

This work reduces the number of necessary “real” light probes
captured on site and allows to replace most of them with “virtual”
light probes by utilizing geometry information. By projecting a
light probe onto the scene’s geometry, a raytracer can easily de-
termine which parts of the light probe to consider when lighting
a given point. In case the geometry and lighting information is
sufficiently detailed and complete it is possible to extract back-
ground images as well.

A similar goal has been addressed already by [6] and [16]. Both
proposals utilized photogrammetrically extracted geometry re-
sulting in coarse approximations, which in turn produced obvi-
ous graphical artifacts in the resulting images. We have high
resolution scans from the laser based depth measurement system
Imager 5003, manufactured by Zoller+Fröhlich, available, which
allow for an accurate and highly detailed geometry reconstruction
of the scene.
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Fig. 3: Full spherical depth image with its parameterization and
its associated local left hand coordinate system. The brighter the
image pixel is, the further away is the respective object. The
displayed range is approximately 1m to 25m.

1.3 Outline

The first step to achieve this goal is to register the depth images
relative to each other and mesh them which is done by means of a
combination of well known standard techniques, sketched in sec-
tion 2. The next step is to register the texture scans relative to the
geometry. For this purpose we developed an error model, based
on image coordinates of identified features in the depth and tex-
ture images, together with an appropriate minimization algorithm
which is presented in section 3. The final step of “capturing” the
new image is implemented with a ray-tracing based algorithm,
sketched in section 4. The capabilities and remaining problems
of this approach are discussed and demonstrated with high reso-
lution real-world data in the results section 5. Section 6 concludes
this work and gives an outlook on possible future activities.

2 GEOMETRY RECONSTRUCTION

The goal of the geometry reconstruction performed by our ap-
proach is to be later on able to cast a ray from an arbitrary point
inside the scene towards an arbitrary direction and be able to tell
where that ray hits the surface of an object in the scene.

To accomplish this goal, the set ofN “raw” spherical depth im-
ages has to be preprocessed. The value of each pixel in a depth
image is a real number giving the distance between the scanner
and the object that was hit by the laser. The coordinates of a pixel
together with the depth value and the projection characteristics
of the scanner define a 3D point in thelocal scanner coordinate
system. This way each depth image is associated with a 3D point
cloud (see fig. 3).

On the one hand, each of these point clouds is separately meshed
into a set of triangles, representing patches of the surfaces of the
objects in the scene. Each of those triangle meshes is then sim-
plified to reduce the number of triangles. This is desirable to re-
duce the memory and computation time requirements of the sub-
sequent rendering algorithm. On the other hand, a registration of
the point clouds is performed to find the relative orientation and
position of the individual scans. This results in a set of triangle
meshes, registered relative to each other.

A comprehensive overview and comparison of the state of art
techniques regarding geometry reconstruction can be found in
several papers like [2, 3] and in the introductory part in [9].
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Fig. 4: Shown is a schematic 1D example scan including points
of each class. Red dots belong to classverge, blue toback edge,
yellow to front edge, and grey tosurface.

2.1 Point classification

As a preparation, necessary for subsequent tasks like normal
estimation, meshing, and registration, a classification of each
pixel/point of the input images is performed. Based on itself
and its neighbors, each point is assigned to one of the following
classes:

• invalid: These are pixels with no useful distance informa-
tion (e.g. the scanner does not receive enough light to esti-
mate the distance). This classification is given by the scan-
ner software.

• verge:These are the pixels next to aninvalid pixel, i.e. pix-
els that have at least one neighbor with no distance infor-
mation.

• front/back edge:These are the pixels at the near/far side of
a local discontinuity, forming the edge/“shadow edge” of a
contiguous surface patch.

• surface:These are the “good” points on an objects surface.
They (should) constitute the biggest part of all points in the
scans.

For an illustration of the different classes see fig. 4. This clas-
sification is not necessarily one-to-one, e.g. there may be pixels
which are bothfront edgeandback edgepixels at the same time.

The motivation behind the two edge classes is to be able to dis-
tinguish between points that have neighbors all belonging to the
same surface patch and those that have neighbors belonging to
different surface patches.

2.2 Registration

Given is a (fixed)modelpoint cloudM⊂ R3 in the global or ref-
erence coordinate systemWM and a depth image with the asso-
ciated (variable)viewpoint setV ⊂ R3 in the depth image’s local
coordinate systemWV . Searched is the position and orientation
of V in the reference coordinate system, i.e. a rigid transforma-
tion T : R3 → R3 that maps the points inV from WV to WM,
so thatV best matchesM. This function has 6 degrees of free-
dom, 3 translation and 3 rotation parameters. A straightforward
way to representT is a3 × 3 rotation matrixR and a 3-element
translation vectort with

T (p) = Rp + t. (1)

When registering two views relative to each other, one of them
can simply be defined as the modelM, so its local coordinate
system becomes the global coordinate system. With more than

two views, an obvious method is to pick a “central” view asM
and process the remaining ones one after another.

The registration is further subdivided into a coarse and a subse-
quent fine registration. This is necessary since the used (fine)
registration algorithms is basically a minimization algorithm for
some error function and tends to get stuck in local minimum,
hence, it needs a proper starting configuration provided as an ini-
tial value ofR andt to find the global optimum. This is achieved
by the coarse registration or pre-alignment step.

Coarse Registration The used method simply performs multi-
ple (fine) registrations with different, evenly distributed start con-
figurations and picks the one that fits best. The decision which fits
best is based the error measure that the fine registration algorithm
tries to minimize.

This approach is especially viable in case of spherical depth im-
ages with a high overlap because then both images contain vir-
tually the same geometry information, and then the translation
parameterst can be approximated by identifying the centers of
mass of both point clouds. Furthermore, the remaining 3 de-
grees of freedom (the orientation) are usually de-facto reduced
to 1 since the scanning device is usually always setup with its top
pointing upwards. So, a small number, e.g. 8, of equally dis-
tributed horizontal “starting positions” for the scanner suffice to
find the correct registration.

An interesting approach to establish a proper pre-alignment,
which also works with non-full spherical scans, is based on so
calledspin-imagesand was presented in [11].

Fine Registration The fine registration algorithm used in our
implementation is a variant of the widely knowniterative closest
point (ICP) algorithm. Many variants of the algorithm, originally
introduced by [1], have been proposed. A comparison of avail-
able methods with a focus on efficiency can be found in [12].

The selection of corresponding point pairs in our ICP variant is
based on a heuristic incorporating point distance, estimated nor-
mals and the point classification. For detailed information about
the actual implementation see [14].

The update of the registration is performed by the closed-form
solution for absolute orientation of a point setV with respect to
M in presence of correspondence informationP ⊂ V ×M as
given in [10]. Based on the point pairs inP , it calculates a rigid
transformationT that minimizes the summed squared distance
error

E(P ) =
X

(v,m)∈P

‖T (v)−m‖2. (2)

This method separates the problem of findingT into first finding
R thent. The first part is also used as a general purpose alignment
method in an error metric used in the texture registration method
in section 3.

2.3 Meshing

The meshing is quite straightforward, since the connectivity of
the points is already given through their neighborhood relation-
ship in the depth image. The pattern used for connecting the
points is depicted in fig. 5. The only thing that has to be taken
care of is to not connect points that belong to different surface
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Fig. 5: Adjacent points in the depth image are connected to form
a triangle mesh. Points from different surface patches are not
connected. Red dots belong to classverge, blue toback edge,
yellow to front edge, and grey tosurface.

patches. This is achieved by assuring a triangle does not contain
aback edgeand afront edgepoint at the same time.

Simplification The number of triangles in the created meshes
tend to become huge as the depth images may easily contain more
than 10 million points, and for each point there are approximately
two triangles in the generated mesh. For a typical scene, such a
mesh is heavily oversampled, i.e. large patches of adjacent tri-
angles lie on a plane and may be adequately described by only a
view triangles. Therefore, a smaller set of triangles may be found,
that still adequately describes the surfaces in the scene.

The simplification method used in this work was introduced
in [8]. The reason, this approach was chosen, was mainly its
availability as source code in the QSlim package [7]. We were
able to reduce the number of triangles in our meshes by a factor
of e.g. 100, which reduced the memory usage of the rendering
application and increased its speed substantially.

3 TEXTURE REGISTRATION

The goal of registering the texture scans is basically the same as
registering the geometry scans: find the position and orientation
of the texture camera in the model coordinate systemWM. The
available input for solving this problem is the texture scan and
the generated geometry model of the scene. The desired output is
again a vectort ∈ R3 and a real3 × 3 rotation matrixR, where
t gives the position of the texture camera andR its orientation
relative to the model coordinate system.

The algorithm used for solving this problem consists of two basic
steps:

1. Selecting a number of so calledlandmarks, recognizable
in texture and geometry, and establishing correspondences
between each landmark’s texture coordinates (2D) and its
geometry coordinates (3D).

2. Finding position and orientation of the texture camera in the
world coordinate system that does not contradict the corre-
spondences found in step 1.

These two steps have to be performed for every texture image.

3.1 Establishing Texture – Geometry Correspondences

The texture-geometry correspondences are established by identi-
fying features of the real-world scene that can be recognized in

both representations, like edges, holes, etc. A clearly viable but
also clearly cumbersome method is to manually establish these
correspondences with interactive viewer applications allowing to
pick and export coordinates. This is the way we gathered the data
for our experiments.

Usually, laser range scanner systems do not only record the dis-
tance to a measured point, but also the intensity of the incident
light, reflected by the surface of the measured object. Each pixel
in the resulting grey scale image of the scene corresponds to
one pixel in the associated depth image. This renders it possi-
ble in principal to automatically establish correspondences be-
tween features in the HDR texture images and the depth images
by using the grey scale image as the bridging element. The corre-
spondence between features in the color and the grey scale image
may be established by means of image comparison, like the linear
correlation coefficient.

Another way to utilize the accompanying grey scale image is to
support the user in determining the landmark coordinates with
sub-pixel accuracy and reduced noise. The additional informa-
tion provides the crucial advantage that features, not recogniz-
able in the depth image, namely the texture of the surface, may
be recognizable in the grey scale image. This allows to select
landmarks on flat patches of an object’s surface. The distance of
a landmark from the scanner may then be determined with the
aid of a plane of best fit for the surrounding points. This may
reduce the influence of noise of the single depth pixels consider-
ably. Additionally, the angle coordinates of the landmark may be
determined with sub-pixel accuracy by incorporating an appro-
priate comparison operator for the grey scale and color images.

3.2 Finding Position and Orientation

Some close research regarding the problem of finding position
and orientation of a device by means of using position and bear-
ing information of landmarks has been done in the context of au-
tonomous mobile robot localization [13]. Most of these robots are
some kind of wheel-driven vehicles, so their freedom of move-
ment is usually restricted to two dimensions, namely the ground.
Hence, the problem of localization is restricted to the plane,
where only three degrees of freedom have to be determined: two
for the position and one for the orientation. There are closed form
solution available for this restricted problem. Our need for a so-
lution in 3D lead to the development of a non-linear optimization
algorithm for this purpose.

The following will describe the used error function, mapping the
parameter space to the positive real numbers with a global mini-
mum at the position in the parameter space that solves our prob-
lem and the algorithm that is capable of finding that minimum:

Error Function The input of step 2 is a list ofN landmarks.
Each landmark is given by its world coordinatesLG ∈ R3 and its
texture coordinatesLT ∈ T = [0..w) × [0..h) with w the width
andh the height of the texture scan.

Each texture image is assigned a local coordinate system the same
way as the depth images in section 2 (see fig. 1 and 3). This way,
the texture coordinates are assigned a direction, which may be
represented as a unit vectorv ∈ R3 with ‖v‖ = 1. The (inverse)
projection, mapping a texture coordinate to a unit vector, will be
denoted byPT−1

: T → R3.
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An ordered set of unit vectors or the points on the unit sphere they
correspond to, respectively, is called ahedge hogin the follow-
ing. Ordered means, each is assigned a label or number, allowing
to distinguish them. Thei-th vector of a hedge hogH will be
denoted by the subscriptH〈i〉. The hedge hog model builds the
fundamental base structure for the error function. The transfor-
mation of the texture coordinates ofN landmarks into their unit
vector representation results in such a hedge hog, which will be
referred to as thetexture hedge hog

HT =
n

v = PT−1
(LT

i ) | ∀ 1 ≤ i ≤ N
o

, (3)

whereLT
i ∈ T are the texture coordinates of thei-th landmark.

The error function is based on the idea that each positionp ∈ R3

in the world coordinate systemWM may be assigned a (geome-
try) hedge hog

HG(p) =


v =

LG
i − p

‖LG
i − p‖

| ∀ 1 ≤ i ≤ N

ff
, (4)

whereLG
i ∈ R3 are the world coordinates of thei-th landmark.

The elements ofHG(p) give the directions of allN landmarks
in the local coordinate system ofp. This hedge hogHG(p) may
then be compared with the texture hedge hogHT to calculate
the errore(p) at p. Fig. 6 gives an example of the hedge hog
definition for 2 dimensions.

p

HG(p)

LG
1LG

2

LG
3

LG
4

Fig. 6: A hedge hogHG(p) at positionp is the ordered set of
unit vectors pointing fromp to Li.

The goal of finding the positiont and rotationR of the texture
camera may be expressed with the introduced hedge hog model:
find t andR such thatHG(t) = RHT .

Motivated by the mentioned closed form solution for the prob-
lem in two dimensions, where position and orientation are found
successively, we searched for an error function allowing the same
separation in the 3D setup. This way, the parameter space for the
non-linear minimization would be reduced from 6 to 3, resulting
in a faster and more stable implementation. I.e. the error func-
tion has to be invariant with respect to the orientation of the hedge
hogs. Different functions with this property have been evaluated.
Best results have been obtained with the following error function:

e(p) =

NX
i=1

‖HG(p)〈i〉 −AHT 〈i〉‖2 (5)

whereA denotes the rotation matrix, which minimizes the error
e(p). This is achieved by using the closed-form method already
mentioned in section 2, introduced in [10]. Thus,e(p) can be
evaluated by first findingA and then actually calculate the sum
of squared distances of equation (5).

(a) (b)

Fig. 7: Example of an error function. The texture hedge hog
HT = HG((0.5, 0.5, 0.5)T ) is created at the center of the unit
cube, which contains 5 randomly placed landmarks. (a) shows 3
iso-surfaces. (b) shows the slab atz = 0.5 plus the rubber sheet
of that slab.

There is a faster and numerically more stable alternative which
becomes evident after a closer look at the used algorithm to find
A. In fact, the desired valuee(p) results as a byproduct from the
calculation ofA. Details are omitted here (see [14]). Fig. 7 shows
an example of the error function.

After the optimal positiont is found by minimizinge(p) – which
will be the subject of the next section – the optimal rotation ma-
trix R, describing the orientation ofHT in WM, is given already.
It is the error minimizing matrixA from equation (5).

Error Function Minimization The non-linear optimization al-
gorithm, used to find the optimal estimate fort by minimizing the
error functione: t = arg minp e(p), is an ad-hoc implementation
of the idea of the steepest descent approach. The general structure
of the algorithm is a loop which calculates successive estimates
tk+1, based on the last estimatetk and the error functione, un-
til a termination condition is reached. Given a current estimate
tk for t, the gradient∆e is numerically evaluated attk and used
to indicate where the next estimatetk+1 should be placed. The
steepest descent ofe at tk is in direction

d(tk) =
−∆e(tk)

‖∆e(tk)‖ . (6)

The next estimatetk+1 is then calculated by adding the vector
d(tk), multiplied with a “step size” factorl, to tk: tk+1 = tk +
l · d(tk).

The idea behindl is similar to the adaptive step-size control
in methods for solving differential equations, like the Runge-
Kutta method. l is adjusted in each iteration of the algorithm.
The adjustment is based on the difference betweend(tk) and
d(tk+1). If the relative angle betweend(tk) and d(tk+1) is
above a threshold, which is checked by evaluating the dot product
d(tk) ∗ d(tk + l · d(tk)) < 0.8, the current step sizel was too
big. It is then halved and a newd(tk+1) is calculated. This is re-
peated until the threshold is exceeded. In cased(tk) andd(tk+1)
are sufficiently similar the step size may be increased to speed up
the convergence.

The algorithm seems to be quite unselective regarding the start
valuet0 in terms of finding the optimum value fort. Several ex-
periments suggested that the error function has in general only
one local minimum, which leads to a guaranteed convergence
to the correct solution. This has not been proven, though. A
suggesting start value is the centroid of the landmarks:t0 =
1
N

PN
i=1 LG

i .

5



‖t‖

σG

1e-08

1e-07

1e-06

1e-05

1e-04

1e-03

1e-02

1e-01

1e-06 1e-05 1e-04 1e-03 1e-02 1e-01

Fig. 8: Shown is the error‖t‖ of the final estimation fort de-
pending on the noise inLG

i . Displayed is the average, minimum,
and maximum of 100 test-runs.

As the algorithm adjusts the step sizel automatically during its
execution, the initial value is not of great importance.

The algorithm is supposed to find a (local) minimum ofe. At
such a minimum, the gradient∆e vanishes. Thus, the algorithm
terminates as soon as∆e(tk) < τ falls below a small threshold.

Analysis of the Algorithm The described algorithm has been
analyzed regarding its ability to find the correct solution fort
depending on the following properties:

1. the level of noise in the landmark coordinates,

2. the number of landmarksN , and

3. the distribution of the landmarks.

The basic setup for all tests has been the same. Both algorithm
inputs (the geometry and texture coordinatesLG

i andLT
i ) have

been synthesized.N landmarks were randomly placed on the
sphere with a radius of 10m. The inputtexture hedge hoghas
been simulated by synthesizing it from the geometry at the origin:
HT = HG(0). Hence, the “correct” solution fort was always the
null-vector. This allowed for a simple measure for the quality of
the result:‖t‖. Each test has been repeated a number of times and
the average, the maximum, and the minimum value were used
for interpretation. The obtained results and further details on the
specific tests are presented in the following.

1. Level of noise in the landmark coordinates: The most domi-
nant influence regarding the error in the algorithm output is noise.
Both inputs, the geometry and the texture landmark coordinates,
are subject to noise (scanning system and manual picking of co-
ordinates). The noise has been simulated by adding a random
variable vector with Gaussian distributed length and equally dis-
tributed direction after the creation ofHT to the geometry coor-
dinates of the landmarks. Fig. 8a shows the error dependent on
the standard deviationσG of the length of the noise vector. The
number of landmarks used for this diagrams wasN = 10. An ex-
pectable value forσG in real world data would be approximately
5mm. RandomizingHT gives equivalent results.

2. Number of landmarksN : From the viewpoint of the user, the
number of (necessary) landmarks should be kept as low as possi-
ble, since they are provided manually. The test showed, that the
number should be at least 5. In the absence of noise,N is virtu-
ally insignificant. To double the precision one has to quadruple
N, unfortunately. This effectively prevents the compensation of
noise by increasingN .

3. Distribution of the landmarks: The most important aspect re-
garding the distribution of the landmarks is the coverage of the
texture images with landmarks, i.e. the field of view that contains
landmarks. The ability of the algorithm to come even close to
the correct solution vanishes if the field of view is narrowed too
much. A coverage of the sphere of less than about15%, wich
corresponds to a field of view of about45◦, is insufficient. So the
landmarks should be “spread all over” the sphere.

4 RENDERING

To capture an image with the virtual camera, each pixel is pro-
cessed separately with a ray-tracing method, one after an other.
To process one pixel one has to deeming the color of the light
that incidents into positionx from directiond, wherex are the
eye coordinates of the virtual camera given in the world coordi-
nate systemWM.

First of all, a short summary of the preprocessings’ results: The
geometry reconstruction step yieldedN triangle setsGi with as-
sociated rigid transformationsTG

i (p) = RG
i (p) + tGi , aligning

those sets with the reference coordinate systemWM. The tex-
ture registration step yieldedM rotation matricesRT

j and posi-
tional vectorstTj , describing the orientation and position of the
associatedM texture imagesTj in WM.

To determine the color of the light engaging inx from direction
d, the rayx + rd, with r ∈ R+ ∪ {∞}, is intersected with allN
triangle setsTG

i (Gi).

This yieldsN intersectionsri. The case wherex + rd does
not intersect any triangle inTG

i (Gi) is represented byri = ∞.
ThoseN ri are very likely different. Due to incomplete geome-
tries some of them might be infinite and the others are suspect
to registration errors and noise. From this contradicting set of
intersections a single value

r̄ =

NX
i=1

µiri (7)

is distilled by weighting the individualri. Our current imple-
mentation simply picks the closes intersection:r̄ = arg mini ri.
Other weightings, incorporating more of theri, might be used to
smooth the surfaces.

With r̄, the position of the light sourcepd = x+ r̄d of directiond
has been found. The next step is to determine its colorcd. There-
fore, pd is transformed into the local coordinate system of each

of theM texture images with the inverseRT−1

j andtTj and then
projected into texture coordinates with the appropriate projection
functionPT

j : R3 → T for the respective texture camera:

pd → (xj , yj) = PT
j (RT−1

j (pd − tTj )) ∈ T . (8)

Finally, cd is calculated by summing the weighted colors from
each texture imageTj at the respective coordinates:

cd =

MX
j=1

νjTj(xj , yj) . (9)

The most obvious constraint for the weightsνj is that only those
imagesTj with an unobstructed line of sight from their position
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tTj to pd may contribute tocd (see fig. 9). If any object was be-
tweentTj andpd, the pixelTj(xj , yj) has seen this object, not
the surface atpd. On account of this, for each textureTj , the ray
tTj + r · (pd − tTj ) is tested for intersection with the complete tri-
angle setG =

S
TG

i (Gi). If there was an obstacle, the weight
νj is set to 0. The other texture images might contribute tocd.

x

pd

tT1
tT2

tG1
tG2

Fig. 9: Occlusions in texture images have to be considered in the
weighting process. The texture attT2 may not contribute to the
color of pointpd, since it is occluded.

Different weightings have been tested. Using only the texture
closest topd leads to the highest local resolution but produces
visible artifacts at the transition boundary (fig. 11f). Averaging
all valid textures blurs the result due to registration errors. Best
results have been obtained by weighting the textures proportional
to their reciprocal distance topd raised to a power.

There are exceptional cases, which need special handling. If all
ri from equation (7) are equal to∞ there is no intersection of
the rayx + rd with any triangle in the setG. For indoor scenes,
which we focused on, this usually means there was no depth scan
covering the respective geometry. In this case we simply set the
color cd to black (fig. 11a). A similar problem arises when a
proper positionpd has been found but no texture information for
this point is available.

5 RESULTS

The presented example renderings in this work are based on depth
and HDR texture images captured in theKaisersaalin the historic
city hall of Hamburg, Germany (fig. 10).

The images of fig. 11 show some example renderings, generated
with the proposed techniques. They reveal some serious quality
deficiencies:

Black holes: Missing geometry or texture information results
in black holes (fig. 11a). A simple workaround is to interpolate
those black pixels in the image with the surrounding non-black
pixels, as shown in fig. 11b. For lighting purposes this might be
satisfying, but in background images this is no satisfying solution
for large patches of missing information like the doorway. The
only real solution for this is to add more texture and geometry
scans, containing the missing information.

Overlooked geometry: If certain real-world objects are to
small to be sufficiently sampled by the laser scanner to form rep-
resenting triangle representations, they are missing in the geome-
try model. An example is the red barrier rope in fig. 11c. Sudden
depth changes near object edges pose problems to the laser scan-
ner, too (fig. 11f). This leads to falsely positioned texture infor-
mation. For lighting purposes, this is usually no problem, except

(window side)

(door side)

(chandelier)

(busts)

(table)

x
z

T1D1 D2D3

T2

Fig. 10: Floor plan of theKaisersaal, including the positions of
the texture imagesT1,2 and the depth imagesD1,2,3. The local
coordinate system ofD1 is the model coordinate system. The
texture image of fig. 1 isT1 and the depth image in fig. 3 isD2.

the texture of those small objects is crucial for lighting, which is
the case for the light bulbs of the chandelier in fig. 11c. For back-
ground shots, even the rope on the ground might be considered
distracting.

Insufficient texture registration precision: Other than the
first two items, which are rather a problem of inadequate input
than a problem of the proposed methods, this one applies to the
latter. The puniest error in the registration of the texture causes
visibly falsely positioned color information near edges of real-
world objects (fig. 11e) and at seams where different textures are
blended (fig. 11f).

The answer to the question of where the virtual camera can be
placed relative to the captured real-world geometry depends on
the demand for the resulting quality. The closer one comes to
patches of missing or wrongly registered geometry and texture
features, the worse become the rendering results. For (nearly)
closed topologies, like an indoor room, it is obvious that only
positionsinsidethe room are valid.

6 CONCLUSION

A method for combining depth and HDR texture images to imple-
ment a virtual camera has been presented. This allows to render
photorealistic sequences with moving objects inside real-world
scenes.

Remaining problems of the proposed method are in particular the
manual establishing of texture and geometry feature correspon-
dences in the texture registration step. This is cumbersome and
error prone.

The presented approach has several open ends and space for fur-
ther research:

• improved texture-depth feature correspondence establish-
ing by incorporating sub-pixel accuracy and averaging tech-
niques to reduce noise

• support for non-full-spherical scans as input and

• better heuristics to deal with missing geometry and texture
information.
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(a) (c) (e)

(b) (d) (f)

Fig. 11: The most obvious quality problems in the background shots are: missing geometry and texture information (a, b); overlooked
geometry (c, d); and insufficient texture registration precision (e, f).
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