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ABSTRACT: 

 

Semantic integration is a complex process influenced by different factors or characteristics. The problem is further complicated by 

the confusion concerning many issues entailed in the integration process. The present paper (a) analyzes and compares existing 

integration approaches through the adoption of an ontological framework and (b) describes the principal directions to perform 

semantic integration of geographic ontologies. In order to make the above analysis more comprehensive, a scenario is demonstrated, 

which involves the semantic integration of two terminological geographic ontologies. The aim of the paper is to assist the user in 

following the proper procedure and selecting the appropriate approach in an integration endeavour. The focus is put on semantic 

integration of geographic ontologies.  
 

 

1. INTRODUCTION 

Interoperability is usually defined as the ability of 

heterogeneous information systems to communicate, process, 

and interpret the information exchanged. In literature, 

interoperability is associated with a number of related but not 

quite equivalent terms such as coordination, alignment, 

mapping, merging, partial compatibility, unification, etc., 

(Sowa, 2000; Klein, 2001). Semantic interoperability aims at 

the comparison and association of different concepts of 

interoperating systems on the basis of their semantics, in order 

to match them and possibly create integrated knowledge bases. 

Therefore, integration is a core issue in semantic 

interoperability, especially in a heterogeneous setting, such as 

the World Wide Web, where different ontologies are used. 

Semantic integration inevitably leads to inter-ontology 

mapping, also called ontology integration.  

 

Ontology integration is concerned with existing ontologies. It is 

a crucial issue for the reuse and exchange of knowledge among 

different domains and also for creating knowledge pools. 

Furthermore, since knowledge evolves and new knowledge is 

created, so do the associated ontologies. It is therefore of utmost 

importance to provide tools for associating present and future 

ontologies when evolution occurs. This is a common case in the 

spatiotemporal geographic domain, for instance when National 

Statistical Agencies change/expand their classification 

nomenclatures from one census to the next.  

 

There are various approaches of matching, detecting and 

resolving conflicts, and eventually associating heterogeneous 

information. This problem is poorly understood (Partridge, 

2002; Calvanese et al., 2001; Uschold and Gruninger, 2002) and 

there is also confusion in the terms found in literature. This is 

expected for there is not a general agreement on what semantics 

is or what integration is, what is more, what semantic 

integration denotes. 

 

The present paper attempts to clarify issues relating to the 

semantic integration of geographic ontologies and set the 

principal directions for performing different integration tasks. 

Existing integration approaches are evaluated on the basis of the 

ontological framework introduced by Kavouras (2005). In order 

to make the analysis more comprehensive, an integration 

scenario is demonstrated. 

 

 
2. GUIDELINES ON ONTOLOGY INTEGRATION 

Integration approaches may and usually do differ considerably 

due to a number of reasons.  

 

The first reason is the different intended use and objective an 

approach is designed for, e.g., content explication, data 

integration, query support, and ontology evolution. The 

intended use imposes constraints that integration has to comply 

with. An important issue to deal with is how the resource 

ontologies are integrated: they may be directly associated, or 

through a top-level ontology. 

 

The second reason is that approaches may rely on different 

semantic elements, either because these are simply the only 

ones available or because these are considered as semantically 

more important or reliable than others. Most approaches to 

ontology integration (Calvanese et al., 2001) just rely on term 

similarity to express mappings between concepts. This proves to 

be a simple but not always an effectual mechanism; other 

approaches incorporate additional descriptive information, such 

as attributes and parts or subsumption relations among concepts 

in existing schemata or hierarchies. Definitions are also 

considered as a rich source of semantic information and are 

used as a comparison basis. Finally, some approaches may 

resort to an extesional mapping of concepts based on their 

corresponding instances when of course available. Attributes 

and instances are not considered semantically very rich and are 

usually employed by database-oriented approaches.  

 

The third reason is the context of comparison. Ontologies and 

their concepts have been developed according to different 

thematic domains. Therefore, it is expected that they present 

various conflicts. Concepts can be compared in different ways 

and the result can be diverse. Therefore, one has to decide in 

advance the parameters/dimensions to be considered as the 

base/reference of comparison. If too many parameters intrude in 

the comparison, it is less likely to determine any similarity.  
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The fourth reason of difference is the role experts or users play 

during integration. Differences may be reconciled automatically 

(without user involvement), semi-automatically (resolving some 

heterogeneities automatically and presenting possible/available 

choices to select from for the rest), or completely manually 

(based on intuition, experience, or agreement).  

 

In order to understand and evaluate ontology integration 

approaches from a huge literature, a framework is usually 

employed (Tama and Visser, 1998; Pinto et al., 1999; Wache et 

al., 2001; Calvanese et al., 2001; Klein, 2001; Ding and Foo, 

2002; Uschold and Gruninger, 2002; Kavouras, 2005). These 

frameworks analyze the integration process from a specific 

perspective and do not attempt to exhaust every possible aspect 

of the problem. More specifically, Uschold and Gruninger 

(2002) present an analysis of semantic integration on the web, 

in which various architectures are evaluated. Klein (2001) 

focuses on issues applying to ontology combination. The 

examination of these frameworks shows that there is no general 

agreement on terminology but more importantly on the issues 

and dimensions of ontology integration. Furthermore, the 

integration of geographic ontologies entails additional issues. 

These are:  

 

• the way concepts are semantically defined and how 

such semantic information can be derived from 

existing sources,  

• the reconciliation of existing semantic heterogeneities,  

• the selection of the most appropriate type of ontology 

integration approach according to the available 

semantic information, the objectives set and the 

constrains of the integration endeavour.  

  

In order to incorporate issues relating to the semantic 

integration of geographic ontologies, Kavouras introduced an 

ontological framework, in which the semantic integration 

process involves three sub-processes: (a) semantic information 

extraction, (b) concept / ontology comparison, and (c) 

integration. The first sub-process aims at extracting semantic 

information from existing sources, such as text, data 

dictionaries, database schemata, ontologies, etc. This can be 

empirically implemented by using expert knowledge to 

establish the basic concepts in a domain. However, natural 

language processing (NLP) techniques can also be applied in 

order to automatically or semi-automatically extract important 

information from available data sources. This information is 

used as a basis for identifying and resolving semantic 

heterogeneities between concepts in the second sub-process. In 

order to compare similar concepts between different ontologies, 

similarity computation methods are usually employed. 

However, this process also deals with the resolution of semantic 

heterogeneities. The third sub-process is the integration of the 

original concepts. In the literature, several terms are used to 

denote different integration types: alignment, partial 

combatibility, unification, true integration (Sowa, 2000). 

Integration approaches vary according to the following three 

dimensions (Kavouras, 2005): (1) the possible distortion of the 

original ontologies, (2) the number of ontologies resulting from 

the integration process, and (3) the use of a target ontology as a 

basis for the integration.  

 

In this paper, the framework introduced by Kavouras (2005) is 

adopted in order to analyze integration approaches, evaluate 

them and propose their utilization according to different 

scenarios. The most important issue in selecting or developing 

an integration approach is the principle or core idea behind it. In 

literature, there is a lot of confusion about the directions one 

may possibly take in an integration task. A fundamental 

objective of all approaches, no matter what methodology or 

architecture they subsequently employ, is more or less to 

compare the semantics of the given ontologies and determine 

the following: 

 

• Whether the given ontologies are to some degree 

similar, related, or disjoint.  

• How to compare concepts in overlapping or related 

ontologies, in order to identify equivalent, similar 

(overlapping), related or disjoint concepts.  

• How to associate the ontologies on the basis of these 

findings and the possible architectures.  

 

While the objectives seem clear, the context, perspective, and 

way the above issues are tackled differ a lot. Herein, some 

alternatives are presented which are commonly pursued in 

existing approaches. The objective is to clarify the principal 

directions and not to exhaust all variants -known or possible.  

 

1. Conforming to a single global ontology. Approaches 

following this principle attempt to establish a single global 

ontology that all users employ. This limited principle follows 

the old standardization paradigm – a way to enforce semantic 

interoperability, in which the need for mappings is entirely 

eliminated. Such approaches are not successful only suffice for 

very narrow applications and small community needs, and for a 

limited time since they do not handle ontology evolution.  

 

2. Manual ad-hoc mappings. This is a simple and commonly 

used approach, which lets the user/expert define arbitrary 

mappings between concepts of the two ontologies. The vast 

majority of mappings are still established manually. KRAFT 

(Visser et al., 1999; Preece et al., 2000) is a characteristic 

example of such an approach. Its major advantage is simplicity 

and user-controlled result. Since however it is an entirely 

subjective process many inconsistencies shall arise while it is 

not certain that semantics are preserved (Wache et al., 2001). 

Being also laborious and error prone make it highly inefficient 

to deal with many, large complicated ontologies with many 

overlapping concepts.  

 

3. Intuitive mappings based on “light” lexical information. 

More refined (and of course complex) approaches exploit basic 

(light) lexical information, such as terms (concept names) and 

their synonyms, to enable a more intuitive mapping between 

concepts. OBSERVER (Mena et al., 1998) is a typical such 

case. The advantage of approaches following this direction is 

that they are less subjective than the first one. As a result, some 

parts of the process can be semi-automated in form of 

alternatives suggested to the user. The disadvantage is that mere 

term similarity (even with the use of vocabularies) is not 

sufficient to encapsulate the semantics of concepts.  

 

4. Intuitive mappings based on explication characteristics. 

Some integration approaches, despite being called “semantic”, 

attempt to solve explication problems resulting to a distortion of 

ontologies in order for example to make them computationally 

equivalent. These approaches resemble those from the field of 

database integration, where concepts (entities in this case) are 

compared/matched with respect to their syntactic similarity on 

explication characteristics (such as names, data types, and 

structures) of representation elements (attributes, relations, 

constraints, and instances). These approaches are very useful to 

integration at the explication level. Such syntactic information 

however is either inappropriate (leads to wrong conclusions) or 

insufficient to reveal semantic similarity, relation, or difference.  
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5. Intuitive mappings based on structural similarity. Some 

approaches originating from research on schema integration 

(Rahm and Bernstein, 2001), are developed on the following 

assumption: similar ontologies also exhibit some structural 

(schematic) similarity. Along the same lines, if concepts in 

different ontologies match, then it is explored if the associated 

super/sub/side concepts also match. Such approaches no matter 

how logical, present various problems because ontology 

hierarchies are based on different contexts/domains and it is not 

necessary that two equivalent concepts from two ontologies 

have also equivalent super or sub concepts. The validity of the 

assumption that schematic similarity is under conditions 

positively related to semantic similarity has been identified and 

investigated (Sheth and Kashyap, 1992; Kashyap and Sheth, 

1996).  

 

6. Relating (grounding) to a single shared or top-level ontology. 

Another family of approaches avoids the determination of direct 

correspondences between concepts from different ontologies by 

using a single common top-level ontology. Each resource 

ontology only inherits superconcepts from the top-level 

ontology. This approach, known as top-level grounding (Wache 

et al., 2001), has some practical advantages, the most important 

being that the semantics of resource ontologies remain 

unaltered. The fact however that only indirect correspondences 

are supported via more general superconcepts may create 

problems when exact correspondences are needed (ibid.).  

 

7. Direct mappings based on “deep” semantics. Similarly to the 

semantic correspondences by Wache et al. (2001), the objective 

of this direction is to avoid (a) indirect mappings via a top-level 

ontology (direction 5), and (b) subjective direct mappings based 

on “shallow” semantic information (direction 1). In this family 

of approaches, in order to support direct mappings among 

concepts based on “deeper” semantics (e.g., semantic relations), 

it is essential that such information is derived from the available 

sources. Linguistic techniques such as NLP are usually applied 

on unstructured data, while constraint-based approaches are 

more suitable in the case of semi-structured data (Sheth et al., 

2005). Common vocabularies may be used to establish semantic 

correspondences between concepts from different ontologies. 

Wache et al. (2001) make use of semantic labels to compute 

correspondences between database fields. Stuckenschmidt et al. 

(2000) propose a description logic model of terms from 

different information sources, while relations between different 

terminologies can be established using subsumption reasoning. 

Formal Concept Analysis based on semantically “deep” 

properties, also establishes direct mappings between the 

concepts involved, in a concept lattice.  

 

8. Integration by view-based query processing. This is a family 

of approaches in which querying mechanisms play a dominant 

role (Pottinger and Halevy, 2001; Capezzera, 2003). Integration 

in this context is expressed by mappings between a global and 

the local ontologies. Such a service is usually provided by 

mediators, which usually offer abstract (non-materialized) 

integrated views over heterogeneous data sources.  

 

9. Compound similarity measures. Concepts might be compared 

and matched on the basis of the available semantic components 

assumed in the previous paragraph; i.e., term comparison, 

relation/property/attribute comparison, or instance comparison. 

This may conclude as to whether two concepts are equivalent, 

different, related, etc. Another way of dealing with semantic 

correspondences and concept matching is by establishing 

compound similarity measures among the compared concepts 

from different ontologies (Maedche and Staab, 2002; Maedche 

and Zacharias, 2002; Rodriguez and Egenhofer, 2003). The 

result of such approaches is usually a similarity (or 

dissimilarity) matrix, which may additionally have other uses. 

From the practical point of view however, compound similarity 

values do not enlighten us about (a) how heterogeneities must 

be reconciled and (b) how to create an integrated ontology.  

 

10. Extensional mappings based on common reference. Many of 

the above families of approaches associate concepts relying on 

their intensional information. There are however approaches 

which associate concepts on the basis of their extensional 

information, when of course available. The simple assumption 

made here is that concepts having the same instances are likely 

equivalent. An advantage of these approaches is that there exists 

an extensional base for comparison and reconciliation. There 

are however several disadvantages: (i) extesional information 

may be unavailable, unknown, incomplete or circumstantial; (ii) 

instances do not necessarily (or fully) describe the semantic 

domain of a concept; and (iii) the degree to which extensional 

resemblance is directly and positively related to concept 

resemblance is not known or justified.  

 

 
3. AN INTEGRATION SCENARIO 

This section demonstrates a semantic integration scenario of 

two terminological ontologies. A terminological ontology 

consists of a hierarchy of concepts defined by natural language 

definitions. It is the most commonly encountered type of 

existing geographic metadata source. The purpose of the 

semantic integration scenario is to analyze geographic category 

definitions in order to extract immanent semantic information, 

which will be subsequently used to identify similarities and 

resolve heterogeneities between original categories. The 

example is small due to space limitation, but includes complex 

kinds of semantic conflicts that may occur between two 

concepts (e.g., concepts with overlapping definitions). A basic 

requirement is to resolve these kinds of conflicts without 

altering the original concepts. Another requirement is to 

perform true integration between the original ontologies, i.e., to 

generate a single integrated ontology, without altering the 

original ones, nor imposing a target ontology. A further 

limitation is to perform the process with minimum human 

interaction in order to ensure maximum objectivity. Relatively 

to the principal directions introduced in the previous section, the 

present scenario focuses on the most challenging direction, i.e., 

the establishment of direct mappings between concepts based on 

“deep” semantics.  

 
3.1 Semantic Information Extraction  

For the first process, a methodology for analyzing definitions 

and extracting immanent semantic information in the form of 

semantic elements (e.g., LOCATION, PURPOSE, IS-PART-

OF, etc.) is adopted. The methodology was introduced by 

Jensen and Binot (1987), and further pursued by Vanderwende 

(1995) and Barriere (1997). This approach is based on: 

 

• parsing (syntactic analysis) of definitions, and  

• application of rules that locate certain syntactic and 

lexical patterns (or defining formulas) in definitions 

 

Parsing determines the structure of a definition, i.e., the form, 

function, and syntactical relationships of each part of speech. 

An appropriate tool called parser performs syntactic analysis. 

The result is usually presented as a parse tree. For the present 

research, parsing was performed by DIMAP-4 (CL Research, 
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2001), a program for creating and maintaining dictionaries for 

use in natural language and language technology applications.  

 

The parsing result is subsequently used by a set of heuristic 

rules (Dolan et al., 1993). These rules examine the existence of 

syntactic and lexical patterns, i.e., words and phrases in 

definitions systematically used to express specific semantic 

information. For example, the PURPOSE semantic property is 

determined by specific phrases containing the preposition “for” 

(e.g., for (the) purpose(s) of, for, used for, intended for) 

followed by a noun phrase, present participle, or infinitival 

clause. The rule for extracting this semantic property from 

definitions is the following (Vanderwende, 1995):  

 

If the verb used (intended, etc.) is post-modified by a 

prepositional phrase with the preposition “for”, then there is a 

PURPOSE semantic property with the head(s) of that 

prepositional phrase as the value. 

 

The HAS-PART semantic relation is determined by phrases 

such as “consist of”, “comprise of”, “composed of”, and “made 

of”. The rule to extract this semantic relation is formulated as 

following: 

 

If the verb consist (comprise, compose, etc.) is post-modified by 

a prepositional phrase with the preposition “of”, then there is a 

HAS-PART semantic relation with the head(s) of that 

prepositional phrase as the value. 

 

Based on the above methodology, geographic category 

definitions are analyzed and formalized according to their 

semantic elements. Table 1 shows a list of geographic category 

terms and their definitions related to hydrography. The 

definitions are compatible with the structure: “term: genus + 

differentiae”. 

 

Ontology A 

Stream: natural flowing body of fresh water  

River: natural stream of water, normally of a large volume 

Lake: body of water surrounded by land 

Canal: artificial waterway created to be paths for boats, or 

for irrigation 

Ontology B 

Stream: natural flowing watercourse 

Canal: man-made or improved natural waterway used for 

transportation 

Lake: body of water surrounded by land 

Table 1. Geographic category terms and definitions related to 

hydrography 

 

Table 2 shows the set of semantic elements and values of the 

above geographic categories. Thus, each geographic category 

definition is replaced by a set of semantic elements and their 

values. 

 

Category comparison is based on terms, semantic elements and 

corresponding values. However, in order to perform this 

process, it is necessary to find synonyms and hypernyms for 

category terms and values. Reference ontologies, dictionaries or 

thesauri may provide this information, however human 

intervention may also be necessary at this phase.  

 

 

 

 

Table 2. Example of semantic elements and values for 

geographic categories 

 
3.2 Category Comparison 

Category comparison consists in the identification of 

similarities and heterogeneities between similar categories. This 

process relies on available elements, which describe categories’ 

semantics, such as terms and definitions. According to the 

previous section, definitions can be further analyzed into 

semantic elements and values. Therefore, if we assume that a 

category definition is analyzed into a set of semantic elements 

and their corresponding values, then a category Ci is represented 

by the triple <TCi, ECi, VeiCi>, where TCi is the term, ECi the set 

of semantic elements and VeiCi the set of corresponding values, 

i.e.,:  
 

 
Ci

= e1Ci ,e2Ci ,...,enCi{ }  (1) 

 VeiCi = ve1Ci ,ve2Ci ,...,venCi{ }  (2) 

 

Different combinations of TCi, ECi and VeiCi lead to four possible 

comparison cases (expressing degree of equivalence) between 

two categories:  

• equivalence, when the categories are identical in 

meaning 

• difference (non-equivalence), when the categories 

have different meanings 

• subsumption (partial equivalence), when one category 

has broader meaning than the other  

• overlap (inexact equivalence), when categories have 

similar, but not precisely identical meanings. 

 

Although many combinations between terms, semantic elements 

and corresponding values may technically occur, in practice 

comparison is meaningful mainly for semantically similar 

categories, i.e., categories with the same or synonymous terms 

and categories with common semantic elements and values.  

 

Table 3 includes indicative, meaningful combinations between 

TCi, ECi, VeiCi, the comparison result and the action required to 

resolve the case. This approach can also prove to be useful in 

cases where terms are neither equal nor synonymous, but appear 

to present some similarity in certain semantic elements and their 

corresponding values. Some of these cases are straightforward 

and can be easily resolved. For example, categories with 

TC1 TC2, EC1=EC2 result in: 
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• an overlap C1 oo C2 when VeC1 oo VeC2, 

• a subsumption C1 C2 when VeC1 VeC2 

 

Some other cases however, which involve different terms, 

overlapping sets of semantic elements and overlapping values 

are complicated and require more detailed analysis and possibly 

expert’s involvement.  

 

Each comparison case is dealt with differently. The first three 

(equivalence, difference, and subsumption) are easily resolved. 

In case of equivalence between two categories, a direct 

correspondence (equality) between them is specified and they 

appear as one category in the integrated ontology. In the 

opposite case, i.e., when the categories are different, no 

correspondence is specified and the integrated ontology 

includes both categories. In case of a category being more 

general than another, a subsumption (IS-A) relation is defined in 

the integrated ontology. The fourth case is the most difficult to 

resolve. In this case, it is necessary to split the common from 

the different parts of overlapping categories.  

 

Reconciliation is implemented by a conceptual analysis 

procedure known as semantic factoring. Semantic factoring 

decomposes original categories into a set of non-redundant, 

non-overlapping conceptual building blocks (Sowa, 2000). 

These building blocks constitute categories themselves and are 

called semantic factors. The procedure is based on the 

comparison results of the previous process.  

 

Semantic factoring (Kokla and Kavouras, 2005; Kokla, 2005) 

proceeds bottom-up from specific to general categories. At this 

point, it is necessary to rely on a general reference ontology, 

which will provide the most specific categories to initiate the 

comparison. For the purpose of the running example, WordNet 

is used as reference ontology.  

 

The third process consists in building the integrated ontology 

from the semantic factors. The proposed methodology (Kokla, 

2005) is based on Formal Concept Analysis (Wille 1992; Ganter 

and Wille, 1999), a theory for the formal representation of 

conceptual knowledge. It models a specific context, namely 

formal context, as consisting of sets of objects and attributes 

and the binary relation between them. In our case, the formal 

context is given by the sets of semantic factors and their 

corresponding semantic properties and relations.  

 

The result of the third process is the list of final concepts and 

their subsumption relations, which form a concept lattice 

(Figure 3). This concept lattice represents the final integrated 

ontology. 

 

 
4. CONCLUSIONS 

The present paper focuses on the semantic integration of 

geographic ontologies. It aims to clarify the reasons for the 

differentiation of integration approaches and the confusion 

existing in the literature around this complicated issue. A 

classification of existing integration approaches is presented 

with an emphasis on the semantics of the compared ontologies. 

The final objective is to describe principal directions and 

alternatives that can be pursued for performing an integration 

task. Furthermore, the paper presents and evaluates integration 

methods and proposes their utilization according to different 

integration tasks.  

 

The above are demonstrated with a complex integration 

scenario, which includes three integration sub-processes. The 

purpose of this scenario is to analyze geographic category 

definitions in order to extract immanent semantic information, 

which will be subsequently used to identify similarities and 

resolve heterogeneities between original categories. The basic 

requirements are (a) to perform true integration between the 

original ontologies, and to implement the process with 

minimum human interaction in order to ensure maximum 

objectivity.  
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Figure 3. Concept lattice of the final integrated ontology 
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