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ABSTRACT

Image-based measurement systems have been used in vanieegirsg applications for several years. Unfortunatelgstrof such
systems required artificial targets defining object poiftsovercome this restriction the texture on the surface®bthject can be used
to find interesting points. However, well-trained “measneat experts” are required to operate such a measuremeetrsyi order
to make such systems easy to use even for non-experts, walaktey a knowledge-based component which supports theatger
Automatic decision making can be done on the basis of femtxigacted from the images; we use histogram and Haraliturfes. We
have conducted extensive experiments with the knowledged system on about 120 pictures showing different kindsiitdings.
The system yields good results and shows a reasonable iparioe. The relative small number of necessary rules woultip&o
implement the whole knowledge base as a embedded systemvid#ometric system. We report on the architecture andifumity
of the respective knowledge-based system, its developstegé and the promising results obtained in experimentatio

1 INTRODUCTION data are two videotheodolites Leica TM3000V. A videotheodo
lite has a CCD camera in its optical path. Images of the tefesc
field are projected onto the camera’s CCD chip. It is posdible
project the images from the telescope’s image plane to the CC
array or to switch to a special wide-angle optical systemi@°)

to produce a general view of the object. The wide-angle view i
only used for approximate target finding. The horizontal eed
tical axes carrying the telescope and the CCD cameras &endri
by motors, which are controlled by a computer. More details
Ifillbout the image sensors can be found in (Mischke et al., 1997)

Videotheodolites, the combination of CCD cameras and motor
ized theodolites, have been working successfully in s¢eeeas

of high precision 3D measuring for nearly twenty years. High
precision online 3D measuring is required for many applces,
among others: monitoring of displacements (buildingsdpoed
workpieces, and others), quality control for productiame§ or
hazardous site surveying. In the past online 3D object nmgasu
by means of image-based measurement systems required art
cial targets defining the points on the objects to be mordtcfe
overcome these restrictions at the Vienna University ohfiet
ogy several research projects have been executed.

The disadvantage of such online measurement systems is-the r
quirement for a well-trained “measurement expert” who has t
have certain skills and experience to properly handle thepbex

The key element of the first developed system (Roic, 1996) Wagystem. From image capturing to point measuring a series of

image processing software that supports the operator tdrfated actlon_s and de<_:|5|on maknng; have to b? perf_ormed. Rel_aable
N - . tomatic or semi-automatic object surveying will be only gibte
ural targets”. The operator has to choose the image progessi . ? .
. if all the knowledge about the measurement system is availab
steps and to analyse whether the processed images can be used . luded in a suitable decision svstem
as targets. The result of this first development step was a non y ’

automatic (interactive) measurement system. . .
( ) Y The main goal of our current development step is to automate

different decision makings (up to now done by the user) in the
ourse of the measurement process. This is done by theantegr
ion of aknowledge-based decision system

The objective of the second step was to develop a semi-atitboma
measurement system. This was realized by using videotheod
lites in a master and slave mode. The master-theodolitesscal
the object while the slave-theodolite tracks it by autoosly . . .
searching for homologous regions. Two scanning methode wer'n this paper we describe the development of a decisionsyste
developed: scanning with goint detection algorithngMischke ~ Which supports the operator when making the following deci-
et al., 1997) and scanning with differegrid-line methodgkah- ~ S'O"S:

men et al., 2001).

Recently, research interest in the area of image-baseduneeas
ment systems has been increased. Most notably the works done !Programs which emulate human expertise in well defined grobl
by Walser et al. (2003), Walser (2004), Wasmeier (2003) andlomains are called knowledge-based systems (Stefik, 199Bg ad-
Topcon (2006). The central topic of all these image-basea me vantages of knowledge-based systems in comparison witreational

surement systems is the calculation of 3D object coordafapen ~ Programming languages, such as Delphi, Fortran and C++(ajethe
2D image coordinates for subsequent processing steps. knowledge about the problem domain is separated from gpretalem-
solving knowledge (makes it easier for the knowledge eregitte ma-

. L . nipulate this knowledge); (2) not only “hard” knowledge che rep-
Our measurement system is a combination of different COMPOzesented, but also “loose” knowledge (useful and potdstiadry prof-

nents: sensors (videotheodolites used as image Sensmﬁ-a itable); (3) experts-knowledge, existing very often innfoof rules, can
puter system, software (control system, image processidgle-  be captured in this form without converting into forests afeddefinitions
cision system) and accessories. Image sensors used taecaptiand procedures.
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e selection of suitable image preprocessing algorithms,

e selection of suitable point detection algorithrirgérest op-
eratorg and

e point filtering.

Due to the complexity of these tasks, fully automatic decisi
making is not operational. For this reason our approach is a
automatic decision-system with integrated user-intémactThe
application of the developed measurement system is foaused
building (facades) displacement-monitoring. The exi@mgo
other object types is envisaged.

In an image-based measurement system (such as descrile¢d he
all decisions have to be done on the basis of the captureceima
or on values which represent this image. Using the whole énag
as input is not suited for an online measurement system (seca
of processing time). For this reason we use appropriateesalu
as input for the decision system. The process for extrattiage
values from the image is calléhage analysiand will be content

of the next section.

2 IMAGE ANALYSIS

2.1 Image and object features

In our work the goal of image analysis is to extract inforroati
needed as input for the knowledge-based decision systeagem
analysis is one of the most critical tasks and bottleneck$ién
processing chain of an online working system; low calcafati
effort is a basic requirement. For the image analysis praged
we use thestatistical techniquesAdditionally we collect some
object featuredy different user-queriesStatistical techniques
characterize texture by the statistical properties of teg-gevels

Haralick Features: Haralick et al. (1993) proposed 13 measures
of textural features which are derived from the co-occureama-
trices, a well-known statistical technique for texturetfea ex-
traction. Texture is one of the most important defining ctizma
istics of an image. The grey-level co-occurrence matrikésttvo
dimensional matrix of joint probabilities (¢, j) between pairs of
pixels, separated by a distaratén a given direction. It is popu-
lar in texture description and builds on the repeated oecue of
some grey-level configuration in the texture. We generageth
geceurrence matrices and consequently the Haralick feaforea
distanced = 1 and given directions = 0°,45°, 90°, 135°; ad-
ditionally we calculate the dedicated average values. &fbes
we receivel3 x 5 Haralick Features.

Additional object features: As mentioned above, the applica-

}ion of the developed measurement system is focused on-build
ing displacement-monitoring, especially on the monitgrirf fa-

Rades. In addition to the extracted image features (hiatodea-

tures and Haralick features), further information (of “nmea-
surable” nature) about the image respectively object iecd
by different user-queries (e.gihat kind of type is the facade?
Are there any reflections on the objectFor each question sev-
eral answers are available; e.g. for the type of fassaldebuild-
ing facade, new building facade, brick-lined facade ancklste
glass facadg or for the strength of existing effectaone, slight,
middle, strong, very strong

2.2 Abstraction of image features

To make the extracted numerical image features more seitabl

the knowledge-based decision system we use a special tzzzifi
tion/abstraction procedure. This procedure translatesrthut
values (image features) into linguistic concepts, whidh rap-
resented by abstraction (“fuzzy”) sets. This techniqueosan
fuzzification in terms of definition; we use only non-ovepaym
spring membership functions. The use of such an abstraction
procedure permits us to write decision rules in terms oflgasi
understood word descriptors, rather than in terms of nwakri
values.

of the points comprising a surface. These properties are com

puted from the grey-level histogram by simple mathematioa

All these collected values form theorking memoryWM) and

tines. Statistical techniquebave low calculation effort and are are the input for the knowledge-based decision systems. S\ i
therefore suitable methods for an online system, by whish fa collection ofworking memory elementwhich itself are instanti-
execution of image analysis is necessary. We use two types @ftions of aworking memory typ@VMT). WMTs can be consid-

statistical image analysis techniquésstogram featurandHar-
alick feature extraction

Histogram Features: The histogram of an image is a plot of the
grey-level values versus the number of pixels at that vatuen

be utilized to generate a class of image features (histofeam
tures). The shape of an image histogram provides a largergmou
of information about the character of the image; e.g. a mdyro
distributed histogram indicates a low-contrast image evhibi-
modal histogram suggests regions of different brightnEsaty,
1978).

Based on the histogram, several features can be formulsifed.
usemean (M), variance (M) andskewnessX/s) to describe
the shape of the image histogranMean is correlated to the
brightness of the imageariance (\/3) is a measure of the aver-
age distance between each of a set of grey-levels and thain me
value and is therefore correlated to the contrast of the énag
skewness/3) is a measure of the symmetry of distribution of
grey-levels around their mean and gives information abbet t
balance of bright and dark areas in the image. Details alheut t

ered axrecord declarations in PASCAL ostruct declarations
in C. An example of a WMT is as follows:

(deftemplate Stat_Moments
(slot nr (type INTEGER))
(slot M1 (type FLOAT))
(slot M1_f (type SYMBOL)
(allowed-symbols v_low low mid high v_high))
(slot M2 (type FLOAT))
(slot M2_f (type SYMBOL)
(allowed-symbols v_low low mid high v_high))
(slot M3 (type FLOAT))
(slot M3_f (type SYMBOL)
(allowed-symbols v_low_pos low_pos mid_pos
high_pos v_high_pos very_low_neg lown_neg
mid_neg high_neg very_high neg)))

StatMomentsis a WMT consisting of seveslots namelynr,

M1 (mean),M1_f (fuzzy value of mean)M2 (standard devia-
tion), M2_f (fuzzy value of standard derivationy|3 (skew) and
M3_f (fuzzy value of skew) respectively. The type of each slot
here is INTEGER, FLOAT or SYMBOL. SYMBOL means that a

used histogram features can be found in (Pratt, 1978; Sdanka e 2we have created these four facade types since most of gxistitd-

al., 1999).
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symbol can be stored in the slots. The allowed symbols fdn eacThe knowledge base (the part for the knowledge-based image
of the slots are defined with “allowed-symbols”. Type chegki preprocessing system) is divided into three componentichwh
is performed during runtime in order to guarantee that tmesd are (1) rules for the choice of suitable algorithms for impge
of a slot satisfies its definition. processing, (2) rules for the predefinition of necessargimpaters
and (3) rules to define the order of the algorithms.
After having explained the basic elements for the decisiaking

process in the next sections we will describe the three dpeel
sub-systems (a system overview is shown in Figure 1):

An example of a very simple rule (forimage brightening) iswh
in the following:

(defrule brightening

(Stat_Moments (Mi_f v_low | low))

(Stat_Moments (M3_f mid_pos | high_pos | v_high_pos))
=>

(assert (state (brightening yes))))

e image preprocessing,
e point detection,
e point filtering.

A rule is divided into two parts, namely thefthand sidgLHS)

and therighthand sidg RHS) with “=-" separating both parts. In
the LHS, we formulate the preconditions of the rule, wheiinas
the RHS, the actions are formulated. A rule can be applied (or
fired), if all its preconditions are satisfied; the actions spedifi

in the RHS are then executed. In our example here, we check
whether there is a WME of typgtat Momentsvhere the contents

of M1_f-slot is “v_low” or “low” and the one of sloM3_f equals
“mid_pos”, “high.pos” or “v_high_pos".

Second Sub-System

° L)

‘ kbs for }__w

point detection

! !

interest operator(s)

|

First Sub-System Third Sub-System

image capturing

image analysis

kbs for image

preprocessing

image preprocessing

Figure 1. System overview and data flow.

‘ point filtering ‘

filtered points

The used development tool (@S) contains algorithms for the
matching phasd.e., the phase where all rules are checked against
all working memory elements. The result of this matchingggha

is theconflict set which includes all rule instances “ready to be
fired”. A conflict resolution strateggelects one rule instance
which is actually fired.

3 IMAGE PREPROCESSING

Up to now only a small number of image preprocessing algo-
rithms has been implemented. Therefore the knowledge base
could be kept propositionally simple and thus easily mobliéia

and extensible.

A necessary precondition for the successful applicatioalgd-
rithms for findinginteresting pointsis the “quality” of the im-
age. Image preprocessing operators work on the lowest ¢ével
abstraction, input and output are intensity images. Fumbee,
such operators do not increase the image information ctrten
image preprocessing helps to suppress information that ieh
evant to the specific image processing or analysis task.

We will provide a better understanding of this part of thetsys
by means of an example. The image in Figure 2a shows a highly
underexposed image.

The following image preprocessing methods have been imple
mented: histogram equalization, grey-level scaling (iefagght-
ening / darkening), median filtering, gauss filtering, edgted-
tion (Sobel, Prewitt and Roberts operator) and threshgldiinese
algorithms are very simple and widely known in the field of im-
age processing; details about them can be found in (Pratg;19
Sonka et al., 1999).

The knowledge-based decision system has to choose a slhgle a
gorithm or a combination of algorithms for image preproeess
ing (including the necessary parameters) in order to impthe
image for the subsequent applicationimtierest operators This

@

Figure 2. The underexposed image before and after image pre-

choice is based on the extracted image features. At critical ~ Processing.
cessing _stt_e_ps (e.g., edge detection, med_ign filtering)sbehas Ve M Ms
the possibility to overrule the system decision. 55.600/v.low | 18.390/v.low | -0.7580/v.high neg|

The knowledge which was required to be included in this plrt o Table 1. Extracted image features (Histogram Featured}iépr
the knowledge base was obtained in different ways: fromriech ure 2a.
cal literature (Pratt, 1978; Sonka et al., 1999), previougegts

0° 45° [0
(Kahmen et al., 2001; Mischke et al., 1997) and from experi- - - -
ments. The acquired knowledge was converted itteThen- Zl 23‘%%2//h'?h 33'3%?1//hl?h zg'ggdéllh'?h
Statements(rules) followed by coding them for the used devel- 2 . V-Iow : V.Iow : V-IoW
opment todl. Hs | 0.443/high | 0.374/mid. 0.463/high
Hy 2.797/low 2.919/low 2.781/low

3The knowledge-based system has been carried outinsCa pro-
ductive development tool which provides a complete envirent for the
construction ofule- and object-based systerf@ips, 2006)
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Table 2. Extracted image features (part of the Haralick itea)
for Figure 2a.
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First of allimage analysis has to be done. The relevant infee
tures and their fuzzy values are listed in Table 1 and 2. Ddegto
calculated image features the knowledge-based systensetiao
3 x 3 median filtering and agrey-level scalindimage brighten-

object modeling can be reduced on capturing points along suc
lines respectively intersections of them. The knowledgsed
choice of suitablénterest operatorsthe order of application and
the necessary parameters are fitted according to this.

ing). Now, the knowledge-based system gives the user the possi-

bility to overrule this decision (the user has the optioneimove
themedian filterfrom thetask-lis). For our example we assume
that the system decision remains unchanged. The procassed i
age is shown in Figure 2b. The applicationgséy-level scaling
results in a brighter image with increased contrast; rteglian

The knowledge to be included in this part of the decision sys-
tem was obtained by extensikowledge engineering Only
few evaluation methods for point detection (resp. desoriptal-
gorithms can be found in the literature, cf. (Baker et al9%9
Bowyer et al., 1999; Mikolajczyk et al., 2004; Schmid et al.,

filter has reduced the noise by smoothing the image. Useful de2000), among which the work by Schmid et al. (2000) on interes

tails, like edges and corners, are now (after image prepsiug)
visible. If the user decides to remove thiedian filterfrom the

operators (IOPs) is of particular importance for this pagdre
prevailing methods for evaluation are largely based onesitive

task-listthe resulting image is nearly the same but contains morg€valuation based on visual inspection and ground-trutiicar

noise.

4 POINT DETECTION

After having improved the visual appearance of an image by im
age preprocessing, point finding in the image can follow. - Pro
cessing algorithms which extraiiteresting points are called
interest operatorgIOPs). They highlight points which can be
found easily by using correlation methods. There is a huge-nu
ber ofinterest operatorgForstner et al., 1987; Harris et al., 1988;
Moravec, 1977; Paar et al., 2001), howeverimerest operator

is suitable for all types of desired point detection. Fos tigiason
we have implemented differeiriterest operatorsn our system.

Schmid et al. (2000) differentiate three categoriemt#rest op-
erators (a) Contour based methodxtract contours in the im-
age and search for maxima curvature or inflexion points alon
the contour chains; (bintensity based methodompute mea-
surements directly from grey values that indicate the presef
interesting points(c) Parametric model based methditsa para-
metric intensity model to the signal.

The algorithms implemented in our system argensity based

tion, as well as on objective criteria such as repeatatufiipfor-
mation content for images. A drawback of these methods ts tha
they neither account for the formation of the point clouded&td

by a point detection algorithm, nor for its localization acacy.
Furthermore, human interpretation limits the complexitytre
image used for evaluation.

For these reasons we combine several methods for the egaluat
of interest operatorsvisual inspection, ground-truth verification
on the basis of good and bad areas (defined by the user), and a
new developed evaluation method. The novel criterion i®thas
on distances between sets of points and can be used as a eomple
mentary technique to the existing evaluation methods. fElis-
nigue allows to compare point detection algorithms venylgas
and, moreover, in an objective but strongly applicatioemed
way. We used about 120 images of building facades for the eval
uation. These images are uniformly distributed over dffer

gs:lcade-types. Additionally to these evaluation methodséime

nalysis was done. Details about the whole evaluation psoce
can be found in (Reiterer et al., 2006).

The collected evaluation results are the basis for the ftated
rules; also this rule base is divided into three groups &g ($ee
Section 3). An example of a simple rule (for the Forstnerape

methods These methods go back to the development done bPr) iS shown in the following (part of the rule):

Moravec (1977). His detector is based on the auto-coroglati
function of the signal. It measures the grey value diffeesnc

between a window and a window shifted in the four directions

parallel to the row and columns. An interest point is detgdte
the minimum of these four directions is superior to a thré&sho
(Schmid et al., 2000). Today there are different improveimen
and derivatives of théloravecoperator. Among the most well-
known are the Forstner and the Harris operator, which semte
two methods implemented into our system. Additionally, \&reéh
integrated thélierarchical Feature Vector Matching (HFVM) op-
erator, a development of thdoanneum Researéh Graz (Aus-
tria). A listing of the mathematical derivation and destiap of
the interest operatorcan be found in literature (Forstner et al.,
1987; Harris et al., 1988; Moravec, 1977; Schmid et al., 2000

As we have explained in the introduction the applicationhaf t
developed measurement system is focused on monitoringldf bu

ing facades. For such a process the facade has to be modeled

(defrule foerstner
(or (or (and (1_Haralick (H1_O_f low | v_low | mid))
(5_Haralick (H5_O_f low | v_low | mid)))
(and (1_Haralick (H1_90_f low | v_low | mid))
(5_Haralick (H5_90_f low | v_low | mid))))
D))
=>
(assert (iop (foerstner yes))))

In the following we will continue the example shown in Sent®
After image preprocessing the image properties have cliasge
that, before the knowledge-based system chooses a siatgble
rithm for finding interest pointsimage analysis has to be done
again. The resulting image features for the image showngn Fi
ure 2b are listed in Table 3 and 4.

M1 M2
126.983/mid.| 41.337/mid.

M3
-0.761/high neg.

by choosing points in such a way that they characterize the oblable 3. Extracted image features (Histogram Featuredjigpr

ject. In a subsequent process step these points can be uséd fo
ject reconstruction or monitoring of movements and digiog.

Building facades elements (e.g. edges, windows, beamshe&an
represented by simple line geometry. Therefore the prookss

4Median filtering was selected due to the existence of noisten
image — this noise was detected by the Haralick Featureslielaet al.,
1993) and by user-queries (see Section 2.1).

5By “interesting poiritwe mean any point in the image for which the
signal (the grey values of image pixels) changes two-dimeasy.
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ure 2b.

On the basis of the implemented rules the followintgrest op-
eratorsare selectétl the Forstner operator (Withni, = 0.2,
Wmin = 360 and R = 3) and the Harris operator (with = 1.0,
No = —0.04 andcornmi» = 0.0018). Note: To undertstand the
selection by the rules please compare the above shown rule.

6 A description of the parameter can be found in (Forstnel. g1987;
Harris et al., 1988).
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0° 45° 90° The second criterionis based on “property-parameters” (avail-
H; | 0.001/mid. | 0.001/mid. | 0.001/mid. able in our implementation) obtained from the correspogdin
H> | 68.037/low | 126.912/mid.| 61.911/low terest operatoffor each point. On the basis of these returned val-
Hs | 0.363/mid. 0.278/low 0.383/mid. ues we can formulate several rules for point filtering; in$hre-
Hy | 3.305/mid. | 3.467/mid. | 3.283/mid. plest case thresholding will be used. Points with returreddes

less than the threshold values get a different weight fromtpo
with returned values greater than or equal to the threshahds
following process points with low weight can be removed.

Table 4. Extracted image features (part of the Haralick itea)
for Figure 2b.

In Figure 3a it can be seen thaterest pointsare generally de-
tected on the regular structure of the object, only a smath-nu

ber of isolated single points are detected inside thesectstre . ) o
lines”. These points result from local grey-level diffeces, like The developed interactive point filter allows the user toos®o

“fault-pixels”. A more problematic area is the glass wingow the points or point clouds to be removed. This selectiongssc
where manyinterest pointsare caused by reflections. Changes S realized by means of a graphical user interaction. The use
of parameter values for thiaterest operatorsvould remove the ~has to draw a rectangular window in the graphical outputnt2oi
undesirable points on the glass windows, as the degitedest inside these selected windows will be removed. In a final gtep
points too (the grey-level differences in this area are the samé!Ser has the possibility to preserve only points respdgtjyeint

as those of the “structure lines” of the facade). Such unalelsi  970UPS With a certain weight (weighted by the knowledgestas
points can only be eliminated by a suitable point filteringhte ~ Part of filtering).

nigue.

5.2 User-based point filtering

The resultinginterest pointsfor our example are shown in Fig-
ure 3b.

5 POINT FILTERING

As we have described above, the knowledge-based systerseshoo
a suitableinterest operatoron the basis of the extracted image
features. In normal cases not only dnéerest operatowill be
selected, but a group of suitable algorithms. Thereforehen t
course of finding interest points, more than dnterest opera-
tor will be applied. This results in single lists ofterest points

The point filter, which will be described in the following, $ithe
task to unite the single lists, to weight each points accordo
certain rules and to remove points respectively point gsouih  Figure 3. (a)interest pointsdetected with the Forstner and the
a certain weight. Harris operator; (b) Final result after image preprocegssippli-

Point reduction is necessary since, in spite of choosinisiei cation ofinterest operatorsind point filtering.

algorithms for image preprocessing andgoint detectionmany
undesirable points are detected. Point detection has tmbe d
in such a way, that the extracted points characterize thecbbj
in a suitable form. In case of facades the elementary stictu
can be represented by a simple line geometry. Points ddtecte

apart from this line structure (e.g. points inside glassdeimns)

are undesirable and not useful for subsequent process keps 6 DISCUSSION, CONCLUSION AND OUTLOOK
object reconstruction or deformation analysis.

It should be noted that the whole developed point filterindnte
nigue is a very simple method, but an effective one with afot o
potential for future extensions of the system.

The filtering process will be done by means of two methods:'n this work a new decision support system for an online video

CL e : . theodolite-based multisensor system has been describbd. T
1) point filtering on basis of defined rules (knowledge-loBse ) ; .
EZ; Soint filteringon basis of user interaction((user-ba.ged main task of our development has been the automation of-diffe

ent decision makings in the course of the measurement oces
5.1 Knowledge-based point filtering The decision support system has been realized with a kngeded

based approach. The separation of domain-knowledge frem th
The knowledge-based part of point filtering is based on (a) th "easoning mechanism, one of the fundamental concepts bf suc
number ofinterest operatoravhich detect the same point and @n approach, leads to the biggest advantages in compamson t
(b) the “property-parameters” obtained from the corresfum c_onventional software: the system is easily modifiable attere
interest operator sible.

Thefirst criterion is very simple, but effective. The point filter To restrict the development process our measurement system
scans all point lists (one point list for each applieterest oper-  been focused on monitoring of building facades. This olijgue
ator) and weights each point in correspondence with the numbeoffers a wide range of structures and can be representedipjesi
of interest operatorsfrom which this point has been detected. In line geometry. Integrated knowledge, examples and sinoulsit
practice this is a search routine which finds points with tees  have been fitted according to this.

co-ordinates in different point lists. The weights are fixedthe

basis of this simple coherence. The fundamental idea behied The decision process is based on numerical/fuzzy valueshwhi
filtering (weighting) process is that important points aetedted represent the decisive image features. For an online syatem
by more than onénterest operator(in that case that more than fast execution of the image analysis process is necessargur i
one has been applied). system this is done by statistical feature extraction tegles.
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There are still many possibilities to improve the oper&piif the
system. The most interesting and important ones for thedutu
are:
Mikolajczyk, K., Tuytelaars, T., Schmid, C., Zisserman,, A.
Matas, J., Schaffalitzky, F., Kadir, T. and Van Gool, L., 200

e Improvement of the developed image preprocessing systemR Comparison of Affine Region Detectors. International diir
by integrating more algorithms, likeanny edge detectiar ot computer Vision.

the Wiener noise reduction filter
Mischke, A. and Kahmen, H., 1997. A New Kind of Measure-
e The implemented knowledge-based point detection processient Robot System for Surveying of non Signalized Targets. |
could be improved by expanding the usability of theerest ~ Optical 3-D Measurement Techniques IV, Herbert Wichmann,
operators Karlsruhe.

e The developed point filter has a lot of potential for an im- Moravec, H., 1977. Towards Automatic Visual Obstacle Avoid
provement of the system. Rules which do not only filterance. In: Proceedings of the International Joint Confexemrt
single points (by means of threshold values), but also tegarArtificial Intelligence 584.
the constellation ofnterest points like filtering of points

inside a glass window, could be implemented. Paar, G. and Bauer, A., 1996. Cavity Surface Measuring Byste

Using Stereo Reconstruction. In: Proceedings of SPIE Gonfe
ence on Intelligent Robots and Computer Vision XV, Boston.

Beside the improvement of the system, the degree of automati Paar, G., Rottensteiner, F. and Potzleitner, W., 2001.géma

for the whole system should be increased by integratingrotheMatChing Strategies. In: Digital Image Analysis, Sprindéew
sensors in the measurement process. A suggestive exteosiloh 0.\ pp 393-410

be the integration of 3D laser scanners. The data of thereiffe

sensors have to be merged by a special data fusion procesk, wh Petrou, M. and Bosdogianni, P., 1999. Image Processing —
could be knowledge-based. Such a system provides an immen3te Fundamentals. 1st Edition, John Wiley and Sons, New
number of 3D data, both from the videotheodolite system andrork/Chichester/Brisbane/Toronto.

from the laser scanner. This point cloud may be reduced by fil-

tering, even if not very effective. A new approach could bah ~ Pratt, W.K., 1978. Digital Image Processing. 1st Editioohr)
cognitive vision. Wiley and Sons, New York/Chichester/ Brisbane/Toronto.

Reiterer, A., Eiter, T., 2006. A Distance-Based Method foz t
Evaluation of Interest Point Detection Algorithms. Intational
Conference on Image Processing (ICIP), in review.

Such a new measurement system would benefit from the effi
ciency of the 3D laser scanner, from the image informatign ca
tured by the videotheodolites, and from the automation of-de
sion processes basing on cognitive vision. The result wbeld  Roic, M., 1996. Erfassung von nicht signalisierten 3D-Biren
(semi) automated measurement system which is able to act anit Videotheodoliten. PhD Thesis, Vienna University of figol-
react in a known environment to unknown situations. ogy.

Schmid, C., Mohr, R. and Bauckhage, C., 2000. Evaluation of
Interest Point Detectors. In: International Journal of @ater
Vision 37/2, pp. 151-172.

Baker, S. and Nayar, S., 1999. Global Measures of Coherencgonka, M., Hlavac, V. and Boyle, R., 1999. Image Processing,

for Edge Detector Evaluation. In: Proceedings of the Carfee  Analysis, and Machine Vision. 2nd Edition, PWS Publishing,
on Computer Vision and Pattern Recognition, Colorado, @-3 New York.
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