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ABSTRACT:

Mapping of sugarcane planted area is an importafiotrrhation for decision making, mainly when thersbafor alternatives to
mitigate greenhouse gas emissions has indicatedsthef biofuels as a viable option. Thus, the afithis research was to develop
a methodology in order to automate the sugarcammpim@ task when remote sensing data are used. flleumitegration of two
major approaches of Atrtificial Intelligence, Obj&ased Image Analysis (OBIA) and Data Mining (DM),rev¢ested in a study area
located in S&o Paulo state, which is well repredesmt of the agriculture of large regions of Braaild other countries. OBIA was
used to emulate the interpreter knowledge in tleegss of sugarcane mapping, and DM techniques evepdoyed for automatic
generation of knowledge model. A time series of foandsat images was acquired in order to reprebentvide variability of the
patterns during sugarcane crop season. Definiengl®mer® multiresolution segmentation algorithm daroed the objects and
properly trained decision tree applied to the Lamndkata for the generation of the thematic map wiithyarcane as the main class of
interest. An overall accuracy of 94% (Kappa = 0,8@}5 obtained, showing that OBIA and DM are verjciffit and promising in

the direction of automating the sugarcane clasdifia process with Landsat multitemporal time serie

1. INTRODUCTION

Agriculture has an important role in the globalieeconomic

context, and against this background the suganises as one
of the major crops, with Brazil being the biggestducer and
exporter of sugarcane products (Rudetfal, 2009) stimulated
by the growing worldwide demand for biofuels. Theeaa
planted with sugarcane has grown 94.3% in the cpusibce

year 2000, occupying today approximately 9.4 millleectares
(IBGE, 2008).

Customarily, sugarcane mapping with remote sensRS§) (
images is made through visual interpretation (Rudetfal,

a new approach that makes possible a simulatiowisafal

interpretation through knowledge-modeling. To thehd

semantic nets are built based on the usage dfutis such as
shape, spectral behavior, texture, morphology, aeodtext,

among others that may be used in image analysis¢Bka,

2010).

A task that is certainly the most important for Wiedge-based
applications such as OBIA, but is often difficult perform, is
the acquisition of knowledge (Witten & Frank, 2005) most
cases the process is typically slow and arduousause the
specialist finds it difficult to express and organi his
knowledge in the form of a semantic net; and thas,

2009; Aguiaret al, 2009), but this procedure, albeit capable ofinteresting and potential help is the adoption @tDMining

providing precise and consistent results, has gréode costly
both in terms of time and the great number of pedaprolved,
considering the large extensions of sugarcaneior8pazil.

In that sense, there is an evident requirement rotgss
automation when RS images must be classified (DeRie
Chan 2000). However, conventional procedures oftaligi
classification have met with great difficulties time automated
recognition of sugarcane patterns, due to the Wéghability of
patterns found along its crop cycle.

In the described context, Knowledge-Based Systen&SjKa
branch of Artificial Intelligence (Al), appear witla large
potential. According to Cohen and Shoshany (200%jilew
conventional systems perform algorithmic processiuided
only by statistical variables of data, KBS are cotiqgusystems
based on knowledge that have the ability to emudateplicate
human judgment in structured or well-known probleinside
this context, we find the Object-Based Image Analy§iBIA),

* Corresponding author.

(DM) techniques to generate automatically the stmec of
knowledge.

DM is a special stage within the process known aswedge
Discovery in Databases (KDD), and it involves tledestion
and application of intelligent techniques that waktract
patterns of interest for the effective productidnknowledge
(Fayyad et. al., 1996).

Considering the above mentioned situation, in regardhe
need of obtaining information on sugarcane in esitanareas,
we observe the importance of developing and
methodologies based on Al techniques that will bée &o
support the automation of the process of classifinaof RS
images.

Thus, the objective of the present work has begrdpose and
evaluate a method to map sugarcane through thgratiken of
DM and OBIA, starting from a time series of Landdata. Both

testing
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DM and OBIA are founded on knowledge; however, inagal
terms and for the methodology considered in thesqire
research, it is adequate to mention that, while Bdals with
knowledge discovery, OBIA shall be in charge of esenting
the acquired knowledge.

The class of interest to be mapped in the imagdébeopresent
research was concentrated in “areas planted wghrsane and
available for harvesting”. Therefore, the proposgmproach
should be able to model the process of identificatand
extraction of information from a time series of daat images,
having as final objective to automatically find/giehine the
area with sugarcane available for harvesting iivargregion of
interest and in a given crop year.

2. METHOD

2.1 Study Area

The area studied in the survey includes the mualitips of
Ipud, Guara and Sao Joaquim da Barra, all threegldda the
North of the State of Sdo Paulo (Fig. 1).

Figure 1: Localization of the Study Area, highligigt the

GPS (Global Position System) receptor. Coordinafethase
points have been processed and referenced to th&8WG
system through the utilization of two landmarkgtaf Brazilian
Network of Continuous Monitoring Rede Brasileira de
Monitoramento ContinudJBER / MGUB) located in the city
of Uberlandia, State of Minas Gerais (MG). Geomfieing has
been applied to each image by adjusting the coatelénwith
the use of a first-degree polynomial, and with riptdation
applying the nearest neighbour technique. All pdoces have
produced values of RMS (Root Mean Square) underifés. p

All four used Landsat dates have been normalizedguthe
technique known as lteratively Re-weighted Multiaéei
Alteration Detection (IR-MAD), proposed by Schroed¢ al.
(2006).

In order to validate results obtained in the presanvey, a
reference map has been produced by an expert riaterp
through visual interpretation of the images kepthia database,
and through fieldwork.

2.3 Knowledge discovery process

Knowledge discovery has been performed based orn isha
proposed by Hset al. (2002). Starting from the time series of
images defined for classification of sugarcane fitlsé step it to
build a training set characterizing the discoverf o
characteristics of the studied object. Later, lafiteés defined in
the training set are processed by the structueasdier in the
Data Mining stage, and finally the acquired knowedis
evaluated.

2.3.1 Building thetraining set

Basically, this stage is constituted by the extoactr discovery
of characteristics of the main object of this studyat is,
sugarcane. The training set is a subset of thedgrnies images
formed by sample objects (training instances) setedrom
segments of those images. From the subset is draddecision

municipalities of Guarda, Ipud, and S&o Joaquim dalree (DT) that is exercised during the Data Minitgge in

Barra (central coordinates: %24'W x 20°30’S), in
the State of Sdo Paulo (SP), Brazil.

The three appointed municipalities have togethiata area of
124,100 ha, and the region has been selected Medaus
represents well the farming conditions of a greatt pf the
Southeastern and Southern regions in Brazil, andewéral
countries with tropical agriculture. Major crops fine region
include: cotton, peanut, rice, sugarcane, bean.iaoarorn,
soybean, sorghum, tomatoes, banana, coffee, andgera
However, soybean, sugarcane, and corn crops aderpieant
and occupy the largest part of planted areas inréggon
(IBGE, 2008).

2.2 Dataset and pre-processing

Four dates have been selected for images captyregrsors
TM/Landsat-5 and ETM+/Landsat-7, to make up thestgaries
used to map the area with sugarcane available #ovekt:

order to enable the discovery of patterns reprasient of
sugarcane in the used time series.

The most important stages in the construction eftthining set
are: (1) Segmentation of images; (2) Definitiorttof classes of
interest; (3) Selection of training instances; &Ay Discovery
of attributes.

In this work we have adopted the multiresolutiognsentation
algorithm developed by Baatz and Shape (2000), wbex
implemented in the Definiens Developer® platformdefine
the objects. Then we have determined that the edass
interest would be: 1) sugarcane, and 2) otherssidering that
the first represents areas planted with sugarchat will be
available for harvest in the respective harvest;yedile the
class “others” includes all other types of land tls&t may be
present in the studied region.

The next stage in the discovery of characteristitbe selection

September 20, 2000 (TM/Landsat-5), October 22, 200@f a set of sample objects. Through a process ghitige

(TM/Landsat-5), February 19, 2001 (ETM+/Landsat-@hd
March 23, 2001 (ETM+/Landsat-7), corresponding tey k
periods for the extraction of sugarcane-relatedrmétion.

The images have been georeferenced through theofugé
control points collected in the field with a doulilequency

evaluation, an interpreter with expertise in sugaecmapping
analyses such objects and associates them to ahe ofasses
of interest previously defined. Working this waytogal amount
of 396 objects have been selected, among whichatfdcts
represented sugarcane patterns, and the remainimgs o
represented patterns referring to the “others’sclas
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To complete construction of the training set, tegtrstage has
been the extraction of attributes. For each sangigect
selected in the previous stage, attributes defethe platform
Definiens Developer ® have been extracted. Sevgpas of
attributes that can be used in image analysis rapteimented
inside that environment; equations describing eathhose
attributes may be accessed in DEFINIENS (2006)l igtithis
stage, we may highlight the inclusion of the atttédoNDVI
(Normalized Difference Vegetation Indgxpposed by Rousst
al. (1973), since this vegetation index senses theuamand
vigor of phytomass existing in the scene underystud

2.3.2 DataMining

Once the training set has been conveniently orgdniz will be
used in the next stage to mine the different pastessociated
to both sugarcane and others patterns.

The DM stage involves selection and applicationintélligent
techniques in order to extract patterns of interest the
effective production of knowledge (Fayyatal, 1996).

In the present work, the C4.5 algorithm developedmnlan

(1993) has been selected to generate the modetlmfl&dge.

That algorithm generates Decision Trees (DT) frongiven

training set, and because this phase of the mekbgylds

performed inside the WEKA computing environment Réje
2010), the training set created in the previougestaas been
imported to this environment. And starting fromrthea series
of experiments followed.

First, a model of knowledge (Decision Tree) was egated
from the original training set. Later, in order #stablish
whether the algorithm would be able to distinguishects from
the training set without the attributes used infitet model, the
most important attributes have been deleted frogiral data.
Then a second model has been generated, and idacgffiin
distinguishing objects has been tested. Such aestsade until
the best structure of knowledge (DT) is achieved tioe
problem raised.

2.3.3 Interpretation and evaluation of knowledge

The stage of interpretation and evaluation of kealgk is when
the patterns identified during the Data Mining stagre
interpreted and evaluated. First a subjective ammakyas made
of the findings brought by DM. In that stage a aeinee of the
generated model of knowledge was observed. Toetidia few
pieces of relevant information were taken into ddersation: 1)
the size of the decision tree; 2) the attributed thresholds
defined; 3) branches that have presented a graateunt of
errors.

A cross validation (Good, 2001) has been appliethéomodel
of knowledge to obtain a statistical parameter ihabore strict
in regard to the generated Decision Tree. This wden the
DT was to be exercised, the training set has beetitipned

into two subsets, and thus the exercise with tleésitm tree has
been made with half the instances of the trainielg while a
cross validation test was performed with the otiadf.

234 Application of the Decision Tree

Once the Decision Tree had been trained and tested,
advanced to the stage of representation of the ichu

knowledge. This phase configures the classificatibrtime-
series images, and its end product is a themaftc wih areas
planted with sugarcane available for harvest.

OBIA congregates the characteristics that are napes®
represent knowledge, and for that reason it usésraalism
that gathers a set of nodes connected by meanseifa archs
(Bittencourt, 2006), resembling the DT structure. afTh
characteristic has enabled the DT to be replicatgdin the
Definiens Developer® platform, considering the stowe and
relationship of the archs and nodes defined in dtege of
knowledge discovery.

In the final stage of the methodology, the algaonthof
hierarchical classification implemented in Defirseplatform
has been executed. The algorithm performs thissifizetion
across a structure of classes and superclassesgtha relation
of dependence subjected to the acquired knowledgénfens,
2006). The process classifies the image top-doat,is, it first
separates classes that are more general or havighar h
separability, and then separates subclasses eslasith a
higher uncertainty, classifying parts of the imagseequence.

The hierarchical classification closes the clasaffon
methodology proposed in this work. The final resigltthe
thematic map that identifies areas planted withastene that
shall be available for harvest.

2.3.5 Validation of the classification

The classification generated according to the nuklomy
proposed in the present research — integrating BMG@BIA —
has been evaluated using as reference the magingsfibm
visual interpretation and fieldword. The purpossatdfas been
to make a direct comparison between visual intéatioe and
the classification method tested in this researdthis
assessment of the quality of the classification Heen
performed in a quantitative way, through indexesgtidbal
accuracy (GA) and Kappak), both extracted from the
confusion matrix. Details about these tests canfdumd in
Congalton and Green (1999).

Confusion matrices have been generated through the
intersection of sample points from the theme magd #re
reference map. In total, 500 points have been geeer
randomly and independently.

3. RESULTSAND DISCUSSION
3.1 Decision Tree

The algorithm C4.5 (Weka, 2010), using the previpuasfined
training set, has generated the model of knowledpgessented
by the Decision Tree.

DT training has been performed with half the ins&mof the
training set, while a cross validation test wasqrened with the
other half. We verified that the DT achieved a ssscrate of
96.97% in the classification of tested data, reaglihe Kappa
index of 0.94. Among the 396 instances of the ingirset, only
12 have been classified incorrectly.

The attributes selected and used to describe [amgamatterns
in the present case wer&DVI_March, NDVI_September,
CLCM Homegeneity September_bandTM4, Mean
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February_bandTM3, GLCM Homegeneity October_bandTM5harvested in March, and therefore have not beentifibal
GLCM Homogeneity October_bandTM3, GLCM Homegeneitghrough NDVI in the first partition of the DT.

February_bandTM4, NDVI_February,
October_bandTM5, Mean February_bandTM5Detailed
descriptions of those attributes can be found irfirens
(2006).

3.2 Classification of thetime series

Starting from the trained model, and exploring fo¢ential of
the Definiens platform in structuring knowledge aihgh
networks, we have then proceeded to sugarcanéficatsn.

The DT has been replicated inside that environmetit the
purpose of obtaining the final thematic map. Thiecgss is
characterized as the stage of representation aflkdge, when
the user has visual contact with the result obthiwégh DM.
Figure 2 presents the classified map of the aréhsswgarcane
available for harvest, which has been obtainedralig to the
methodology proposed in this research.

The map presents the spatial distribution of suayamlots in
the study area. The first partitioning made by Efie used the

attributeNDVI_mar. This first node represents the root of the

DT and virtually separates all the possible soyba@as from
the possible sugarcane areas present in the stedy la the
March image a good part, if not all the soybeard hkeady
been harvested, leaving on soil surface just trewsleft after
harvesting. Because sugarcane was in its maximuratatbge
strength at the time, through the attribldVI_mar the
classifier could quite well separate one crop fthmother.

However, in the first moment it was not yet possitd separate
sugarcane completely from the other classes. Fample,
forest regions also present high values of ND\herEfore,
algorithm C4.5 uses another strategy to separatee tihwo
patterns. Through the texture attribuBCM Homogeneity

September_bandTM4he structural classifier separates part of

the riparian vegetation pattern from the potensabarcane
areas (Figures 3-a, 3-b).

In order to classify sugarcane regions, the strattdassifier
has wused a combination of the attributdliean
February_bandTM3 followed by the attribute GLCM
Homegeneity February _bandTM4

In the sequence, our classifier selects the texattebute
GLCM Homegeneity February bandTM4 finally classify
sugarcane regions (Figure 3). The texture of plmgsther with
the presence of roads inside the farms grants caigarcrops a
quite peculiar texture characteristic (Figure 3ichas enabled
the structural classifier to identify, through taributeGLCM
Homegeneity February bandTM4virtually all the regions
with sugarcane crop in the region under study.

However, not all sugarcane regions had been apm identified
up to that moment. Highlighted among these arelbis where
sugarcane planting presented flaws, and/or theaepiattern of
low-yield plants. These regions have shown a wedKkiexture
that made it impossible for the classifier to idignthem as
sugarcane.

In order to classify those regions, the algorithes then created
a new branch. In this last partitioning, the DT aepes
sugarcane regions from a few soybean plots tha hat been
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Figure 2: Classified map of the sugarcane areadaaleifor
harvest, obtained according to the methodology
proposed in the present research, that combines
OBIA and DM.

Figure 3: Identification of sugarcane areas:

(A)tade of
classification; (B) detail of the March image in
composicdo R(4) G(5) B(3); (C) image of band 3 of
the TM sensor, illustrating roads inside the plots.

To solve this problem, the classifier used the spkattribute
Mean February_bandTM5Through calculation of the spectral
mean of objects in the month of February, the DTlado
separate the few soybean regions that had notitlestified up
to that moment. In the region of medium-wave irdthr band
5 of the TM - electromagnetic radiation incidentonp
vegetation is fairly much absorbed by water (Ponhzamd
Shimabukuro, 2007). Therefore, we may conclude tiatDT
uses that attribute because in the month of Fefrtia content
of water in soybean leaves is much lower than sage’'s.

In the month of February, while soybean is in #nescence
period, sugarcane is close to its maximum vegetagivength,
and consequently the water content in sugarcaneedess
greater than in soybean leaves; therefore sugastaikepresent
lower reflectance values in the mentioned band loé t
electromagnetic spectrum. It enables the DT to reépausing
the spectral attributlean_February_bandTM3he remaining
soybean plots (Figure 4).
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3.3 Validation of the classification

The confusion matrix (Table 1) has been generatiéer a
crossing the sample points with the reference nagh the
sugarcane map generated through the proposed noétlgd

Figure 4: Separation of soybean areas not harvastétarch:

(a) detail of the the March image — composition

Results achieved with the experiments performedestgat it
is possible to automate the classification proosgh high
levels of accuracy, which can be proven with thedyGlobal
Accuracy and Kappa indexes that could be reacHed% and
0.87 respectively.

One of the first aspects to consider when mappiggisane is
the fact that the process is dynamic and progreslees) the
time. Therefore, the analysis of sugarcane pat@ndsthe task
of relating them to processes of soil use obligeuke of time
series. If sugarcane patterns are analyzed basddtarobtained
in a single date, observation of the process dhalkeriously
damaged, since those patterns tend to be the re$ult

combination of processes of different periods, dalifferent

strategies of crop management. Considering thegeréache
conducted experiments have used images that piteréeld

scene in several periods, respecting the timewysardics of
sugarcane.

R(4) G(5) B(3). (b) detail of the classified map A relevant limitation in structural classificatiomth the use of
showing the separation of the mentioned soybeaﬁ"gorithm C4.5 is the high dependence of that allgoriin

plot.

The classification of sugarcane areas following thBIA
methodology has obtained a theme map whose Glodmalracy
(GA) and kappa (k) indexes have been respectivébp @and
0.87 (Value-p=0,0000). The found value for Kappafficient
actually represents the conformity of the clasatfan with the
reference map, and this has been confirmed by thesZin
which there is agreement between classificationd #me
reference image, for the adopted level of signifoea@=5%).

In relation with the Global Accuracy index, accaglito Foody
(2002) it is desirable for a classification to feacdexes above
85%, a condition that has also been confirmed, esioar

classification obtained GA of 94% (Table 1). Théues found

for Global Accuracy and Kappa indicate the quality the

classified map that has been generated.

Reference map
Classes Sugarcane Others >
< Cane 186 10 196
8 Others 20 283 303
3 206 293 500

Kappa coefficient = 0.87;Global Accuracy = 93.99%

Table 1 — Confusion matrix of the classification@ding to
OBIA + DM methodology.

4. CONCLUSIONS

The present work has tried to investigate the litgbiof
integrating two important approaches of Artificiakelligence
in sugarcane mapping based on orbital images ohgeespatial
resolution. By exploring the potential of Data Migirand
Object-Based Analysis, the present research brie¢svant
contribution for the search of automation as regdiné process
of classification of images from remote sensingpligd to
agriculture mapping.

relation to quality of the training set, due toliigh sensitivity
to instances of training. In that sense, smalludistnces in the
training set may cause big alterations in the ledrmodel. In
training sets where the amount of noise is low, dlgorithm
generates structures that can obtain perfect aagums to
training instances. However, when much noise isgng that
ability is damaged. From a certain depth onwardsisibns
taken are based on small sets of instances. ltogesvthe
fragmentation of concepts, leading to the re-apgbn of
several subtrees, and we may remind that smadles tre easier
to understand, and they have a better predictivfiepeance.
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