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ABSTRACT:

Object-based change detection has been the hdtspemote sensing image processing. Mean shiftguhoe, a non-parametric
feature space analysis technique, is elaboratedisedito segment images. A change detection agpie@coposed, which is based
on the integration of objects’ intensity and tertulifferences. Experiments are conducted on boticlpamatic images and
multi-spectral images and the results show thatirttegrated measure is robust with respect to ithation changes and noise. A
complementary color detection is conducted to dater whether the color of the unchanged objecta@és or not when it comes

to multi-spectral images.

1 INTRODUCTION

Change detection is the process of identify diffeesnin the
state of an object or phenomenon by observing difétrent
times (Singh 1989). Timely and accurate changectlete of
Earth’s features provide the foundation for bettederstanding
relationships and interactions between human anmirada
phenomena to better manage and use resources 4L2604).

There have been a lot of conventional pixel-bashdnge
detection methods proposed before such as imagessign,
change vector analysis, principle component amaly@ne of
the limitations of these pixel-based change deiacti
approaches is the difficulty to model the contekinfmrmation
for every pixel by the moving window with the siaed shape
particular to the corresponding object (Blaschke &tbbl
2001).

Object-based change detection is a kind of posisiflaation
change detection. Image segmentation is the proodss
imitating classification and it is crucial to thebsequent tasks.
Mean shift procedure was proposed in 1975 by Fularsand
Hosteler, which was developed by Comaniciu and Maer
2002 to do feature space analysis and image segtiantThe
integration of intensity and texture differencessvpaoposed in
2002 by Li and Leung to do pixel-based change dietecin
this paper, a change detection approach basedegration of
objects’ intensity and texture differences is prsguh

The paper is composed of five sections. Sectioaszribes the
mean shift segmentation procedure. Section 3 pigsan
detailed description of the proposed integratiotesture and
intensity differences for object-based change dietecSection
4 reports the experimental results on panchronetiges and
multi-spectral images respectively. Section 5 drathe

conclusions of this paper.

2 MEAN SHIFT SEGMENTATION

Since the proposed change detection approach ésteliipsed,
the first step should be image segmentation, whsctihe
process of partitioning a digital image into mukipbjects.

2.1 Image Segmentation

The goal of segmentation is to simplify or chande t
representation of an image into something that igrem
meaningful or easier to analyze. More precisely,agm
segmentation is the process of assigning a labeVéoy pixel
in an image such that pixels with the same labateslecertain
visual characteristics.

The result of image segmentation is a set of setgntrat
collectively cover the entire image, or a set oftoors
extracted from the image. Each of the pixels iregian are
similar with respect to some characteristic or corag
property, such as color, intensity, or texture. asgint regions
are significantly different with respect to the sam
characteristics.

2.2 Mean Shift Procedure

Mean shift is a procedure for locating stationagings of a
density function given discrete data sampled frbat function.
It is widely used in computer vision and image @sxing.

Kernel density estimation

estimation method. Assume that each data poipt] RY ,

is the most popular dgnsi

I =1...,n is associated with a bandwidth valde > 0.

The sample point estimator
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is an adaptive non-parametric estimator of the iterat
location x in the feature space. The function

K(x),0< X<1, is called the profile of the kernel, and the

normalization constanC, , assures thatK (X) integrates

to one. The function §(X) =—K'(X) can always be



defined when the derivative of the kernel profil(X) exists.
Using g(X) as the profile, the kerneG(X) is defined as

G(0) = ¢, 40(X).

By taking the gradient of (1) the following propertan be
proven
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is called themean shift vector. The expression (3) shows that at
location x the weighted mean of the data pointectet with
kernel G is proportional to the normalized dengitadient
estimate obtained with kern&. The mean shift vector thus
points toward the direction of maximum increaséhia density.
The implication of the mean shift property is thia¢ iterative
procedure
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is a hill climbing technique to the nearest staigrpoint of the
density, i.e., a point in which the density gradlieenishes. The
initial position of the kernel, the starting pooftthe procedure
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Y, can be chosen as one of the data poi§ts Most often

the points of convergence of the iterative procedare the
modes (local maxima) of the density.

There are numerous methods described in the statist
literature to defineh, the bandwidth values associated with

the data points, most of which use a pilot densijimate
(Silverman 1986). The simplest way to obtain tHetgiensity
estimate is by nearest neighbors (Duda et al. 2001)

A robust non-parametric clustering of the datadkieved by
applying the mean shift procedure to a represemtatibset of
data points. After convergence, the detected madesthe
cluster centers, and the shape of the clusterstexmdined by
the basins of attraction. See (Comaniciu and M&&2p for
details.

3 OBJECT-BASED CHANGE DETECTION

After segmented by mean shift algorithm, the images
divided into different regions which is namely ofife Then
comparison can be made between the correspondjagteb

3.1 TextureDifference

Texture is an important feature for image represtént (Li and
Leung 2002). It represents the spatial arrangewfepikel gray
levels in a region IEEE Sandard Glossary of Image
Processing and Pattern Recognition Terminology 1990). There
are many approaches developed to describe texaawiré
(Reed and Buf 1993), such as the co-occurrence matrix
Markov random field, and Gabor filters. A good tet
difference measure should be able to represendifference
between two local spatial gray level arrangementsitely.
The gradient value can be used to measure the teralre
difference since it describes how the gray levelngies within
a neighborhood and is less sensitive to illumimatibanges.

Let P=(X,Y) be a pixel in a image plane, then thé¢h
image and the gradient vector at poifit can be represented

f.(p) fi'(p) = (f*(p), £, (P))
f*(p) =0, fi(p) and f7(p) =0, f;(P). Here the

partial derivatives are generated using the Sopetator. For
an object regionR , a measure of the gradient difference can

be defined as
z 2C,,(p)

pOR
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as and with

R(R) =1~ 6)

where Clz( p) is the cross-correlation of gradient vectors of

and C, (p) the
auto-correlation of a gradient vector at a poift . As

illustrated in (Li and Leung 2002), this measureabust with
respect to illumination changes and noise.

two images at a point P is

If an object R in both images are homogenous with SNR,

R (R) becomes invalid. This can be concluded from (6)
since the denominator of the second term wouldrballs To
tackle this, a validity weight W(R), for gradient difference
at each object is computed. Let

1
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where M is the number of points in the object R.Mhe
(R)> 2T,
W(R) = L 9(R)>2T,
9,(R)/(2T,), otherwise

where TW is a parameter based on image noise distribution

g:(R) = max )

@)

that will be determined later. Consequently, oneaefine

d;(R) =w(R) [R(R)

3.2 Intensity Difference

)

Let d(p) be the intensity difference of two images at each

point. Then the intensity difference of two imagats each
object can be defined as
>.d(p)

1
d(R) =
M pOR

where M is the number of points in R. In order tamalize
intensity difference measure into the same rangg0df] as

(10)



texture difference measure, we apply a simple sfopetion
defined as

1 d(R)|>2T
[d(R)/(2T), otherwise

The parametersl in (11) and T,, in (8) should be properly
chosen to cope with image noise. Since the imaggertan be
modeled as Gaussian noise followinyl (0,0), and the
noise in the intensity difference image has a danoss

distribution N (0,0,) with 0, = V20 . The variance of

d(R) =

noise 0, may be estimated by the Least Median of Squares

(LMedS) method (Rosin 1998). However, due to theatfbf
illumination changes, the shifts of brightness wealufor

unchanged regions should be compensated to com@iyte

The difference image in which brightness value tshifave
been compensated becomes

d'(p) =d(p) —d(R) (12)

Applying the LMedS method to imagél'(p), one obtains

O
04, the estimation ofJ, . After this, the mean shift of

brightness values for unchanged regions is estdrage

as:iZd(R)

13)
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with
Q= {R: (|d'(R)| < zg—dj D(d(R) < Tq )} where

T eq is the median ofd(R) and ”Q” is the number of

regions in the setQ) , most objects of which come from the

_ O
ds|+304 and

unchanged regions. In this work] =

0 u]
TW:1.5|I\/§Ud =bgy are chosen empirically. See
(Li and Leung 2002) for more details about theseo tw

thresholds.

3.3 Integration of Textureand I ntensity Differences

The texture and intensity differences can compléneach
other. They are two different views to the differerbetween
two images. A better change detection can therefoge
achieved by integrating the information from these sources.
Due to the noise and illumination changes, the utext

difference d, (R)
than the simple intensity differenc€l (R) . Hence, one
should depend ord, (R) only if the corresponding region

has no texture. This can be accomplished by uaigR) to
create an adaptive weighted sum as

d (R) =w (R [d, (R) +w (R) [dl, (R) @4
where W, (R)=wW(R) and W(R)=1-wW(R) .

d, (R) would be within the range of [0,1] and the changes

can be detected by thresholdir@, (R) at mid-point(0.5),
which can be considered as a defuzzilization psces

4 EXPERIMENTAL RESULTS

In order to evaluate the proposed approach, expetsnwere
conducted on both panchromatic images and multtsgle
images. In this section, some experimental resultde given
to demonstrate the performance of the technique regpect to
illumination changes and the presence of diffeneige levels.

4.1 Experimentson Panchromatic | mages

The data set is composed of two panchromatic imaxes
613*496 pixels(3m per pixel), which is acquired pve

Beijing(China) by CBERS-2 in 2005 and 2008. Fig.1(a) and
Fig.1(b) show the different temporal images. Figiland
Fig.1(d) show the results by mean shift segmentatiowhich
the gray lines mark the edge of the objects. F&j.a0d Fig.1(f)
show the results by the proposed object-based ehdeigction
approach, in which the red lines mark the edgéefdhanged
objects.

is regarded as more reliable and robust Fig.1. Experimental results on panchromatic ima¢msand (b)

are the multi-temporal images. (c) and (d) are rémilts by
mean shift segmentation. (e) and (f) are the resbly
object-based change detection.

4.2 Experimentson Multi-Spectral | mages

Unlike the panchromatic images, some objects of the
multi-spectral images are not changed in textui iatensity
but changed in color, which can be easily seenhiBoproblem,
a supplementary detection is done by transformin@ Rface
into L*a*b* space to detect whether the color of tmchanged
objects changes or not.



The data set is composed of two multi-spectral esagith 3
bands (RGB) of 492*498 pixels(Im per pixel), which is
acquired over Chengdu(China) by IKONOS in 2007 anaB20
Fig.2(a) and Fig.2(b) show the different temporalages.
Fig.2(c) and Fig.2(d) show the results by mean tshif
segmentation, in which the gray lines mark the edfe¢he
objects. Fig.2(e) and Fig.2(f) show the resultsh®y proposed
object-based change detection approach, in whiehetl lines
mark the edge of the changed objects and the blae mark
the edge of the color-changed objects.

It is shown from the results that the integratedasoee is
robust with respect to illumination changes. Thimcohanged
objects are mostly of vegetation’s seasonal variati

(e) (®

Fig.2. Experimental results on multi-spectral imaga) and (b)
are the multi-temporal images. (c) and (d) are rémilts by

mean shift segmentation. (e) and (f) are the resbly

object-based change detection.

5 CONCLUSIONS

In this work, the mean shift procedure has beenosied. The
segmentation results show its outstanding perfoomam
image segmentation. The texture and intensity featinave
been analyzed respectively. The integration of abjéntensity
and texture differences for change detection hagnbe
investigated. It can be seen from the experimamsilts that
the integrated measure is robust with respect tisenand
illumination changes. Currently, when it comes
multi-spectral images, a supplementary color ditects

to

conducted to determine whether the color of thehanged
objects changes or not, which is valuable for nuoimg
seasonal variation.

Only intensity information of images has been mi¢l in mean
shift segmentation. On next step texture and dolfmrmation
might be considered to support the mean shift phoee in
order to obtain better segmentation results.
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